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PART – A(20X1=20 Marks) 

1. A LPP in which all or some of the decision variables are 

constrained to assume non negative integer values is called 

an ------------- 

a) Integer programming problem       

b) b) Dynamic programming problem      

c) Non linear programming problem   

d)   d) Decision analysis 

2. In  a LPP, if all the variables in the optimal solution are 

restricted to assume non negative integer values, then it is 

called the ------------------ 

a) Zero - one IPP     b)  Pure IPP   

b) c) Mixed IPP        d) Non IPP 

3. In cutting algorithm, each cut involves the introduction of 

_______ 

a) an equality constraint                    

      b)  less than or equal to constraint 

      c) greater than or equal to constraint     

      d)an artificial variable. 

4. In the context of Branch and bound method, which of the 

following is not correct? 

    a) It can be used to solve any kind of programming 

problem 

    b) It divides the feasible region into smaller parts by the 

process of   branching 

    c) It is very usefull employed in problems where there a 

finite number of solutions 

    d) It is not a standardised method and is applied differently 

for different problems 

5. A systematic procedure for solving pure I.P.P is ---------- 

   a)  Hungarian method           b) Cutting method   

   c)  Revised simplex method  d)Modi method 

6. The fractional part of the negative number -7 / 3 is _____ 

     a) 7/3       b) 1/3         c) 2/3        d) 5/3 

7. __________ can be solved using Branch and Bound method 

    a) A travelling salesman problem         

    b) assignment problem 

    c) geometric problem                          

    d) simulation problem 

8. The part of the feasible solution space eliminated by plotting 

a cut constraints  _______ 

      a) Onlynon integer solutions              

      b) only integer solutions 

      c) both integer and non integer solutions only   

      d) rational solutions 



9. Which of the following is correct? 

    a) A linear programming problem with only one decision 

variable restricted to integer  value is not an integer 

programming problem 

    b) An integer programming problem is an LPP with 

decision variables restricted    to integer values. 

    c) A mixed IPP is one where mixed constraints are involved. 

    d) A pure IPP is one where all the decision variables are 

either zero or unity 

10. ______ can be considered as a zero - one programming 

problem. 

    a) A travelling salesman problem          

    b) assignment problem 

    c)  geometric problem                        

    d)  simulation problem 

11. While solving IP problem any non - integer variable in the 

solution is picked up to      _______ 

    a) obtain the cut constraint      b) enter the solution  

    c) leave the solution                    d) no solution 

12. Which of the following is not an integer linear   

programming problem? 

    a) Zero - one IPP       b) Pure IPP        

   c) Mixed IPP             d)continuous IPP 

13. The mathematical Techniques of optimizing such a 

sequence of interrelated decisions  

    over a period of time is called------------------. 

a) Integer programming problem        

b) Dynamic programming problem 

     c) Non linear programming problem   

     d) Decision analysis 

14. A stage in a dynamic programming problem represents  

    a) number of decision alternatives 

    b) status of the system at a particular state        

    c) same time periods in the planning period    

    d) different time periods in the planning period 

15. The variables which specify the condition of the decision 

process or describe the status    of the system at a 

particular stage are called --------------------- 

    a) State variables           b) decision variables    

    c) dependent variables          d) independent variables 

16. A decision making rule that at any stage permits a feasible 

sequence of decisions is    called_____ 

   a) State         b) Stage        c)Policy           d) Optimal policy 

17. Dynamic Programming Problem deals with the _____ 

    a) multi stage decision making problems 

    b) single stage decision making problems 

    c) time independent decision making problems 



    d) problems which fix the levels of different decision   

variables so as to maximize profit or minimize cost 

18. Which of the following is not correct? 

     a) DP approach helps in reducing the computational efforts  

in sequential decision  making 

     b) DPP can be divided into a sequence of smaller sub 

problems called stages of the   original problem. 

     c) DP cannot be dealt with non linear constraints 

     d) The concept of dynamic programming is based upon the 

principle of optimality due    to Bellman. 

19. DP divides the problem into a number of -------- 

    a) conflicting objective function    b) decision stages 

   c) unrelated constraints                   d) policies 

20. Which of the following is not correct? 

     a) DPP is solved starting from the initial stage to the next 

till the final stage is reached 

     b) DPP can be solved by simplex method 

     c) Optimum solution is DPP depends on the initial solution. 

     d) Computation in DPP are done recursively, in the sense 

that the optimum solution of    one sub problem is used as 

an input to the next sub problem. 

 

 

PART –B(3X2=6 MARKS) 

ANSWER ALL THE QUESTIONS 

 

21 . Define Pure Integer Programming Problem. 

22. Define Zero – one Programming Problem. 

23. What is dynamic programming. 

PART –B(3X8=24 MARKS) 

ANSWER ALL THE QUESTIONS 

 

24 . a) Find the optimum integer solution to the following LPP 

    Maximize  Z = x1 +4 x2 

      Subject to the constraints 

           2x1 + 4x2  ≤  7 

           5x1 + 3x2  ≤  15 

             and x1 , x2 ≥ 0 and are integers 

(OR) 

   b) Solve the following ILPP using Branch and Bound method 

    Maximize  Z = 7x1 +9 x2 

      Subject to the constraints 

           - x1 + 3x2  ≤  6 

           7x1 +  x2  ≤  35 

                      x2  ≤  7 

             and x1 , x2 ≥ 0 and are integers 

25. a ) Solve the following mixed integer programming 

problem. 

            Minimize Z = x1 - 3x2 

      Subject to  

             x1 +  x2     ≤  5 

          -2x1 + 4x2   ≤ 11 



        and x1 , x2 ≥ 0 and x2  be an integers. 

 

(OR) 

   b) Use dynamic programming to solve the following LPP 

       Maximize  Z = 3x1 +5 x2 

      Subject to the constraints 

                         x1 ≤ 4 

              3x1 + 2x2 ≤ 18 

       and       x1 , x2 ≥ 0  

26. a) Divide a positive quantity c into n-parts in such a way 

that their product is   maximum. 

                                            (OR) 

             b) Solve the following mixed integer programming problem. 

            Maximize Z = x1 +x2 

       Subject to the constraints  

             2x1 + 5x2 ≤ 16 

             6x1 + 5x2 ≤ 30 

       and  x2 ≥ 0 and  x1 is non negative integers. 

  

 

 



-

                                                                                                              

                                   Reg. No---------------- 

(17MMP203)  

 

KARPAGAM ACADEMY OF HIGHER EDUCATION 

COIMBATORE – 641021 

DEPARTMENT OF MATHEMATICS 

SECOND SEMESTER 

II INTERNAL TEST- MAR’18 

OPTIMIZATION TECHNIQUES  

Time: 2 Hours                                       Maximum: 50 Marks  

Date:    .03.18(   )        Class: I M.Sc Mathematics 

                                                                        

 

1.  In DPP, the number of stage variable is ----------- the  number of 

state variable 

a) equal to   b) not equal to   

c) greater than   d) lesser than 

2. ---------- may be defined as the stock of goods, commodities or 

other economic  resources that are stored or reserved for smooth 

and efficient running of business  affairs 

a) Inventory     b) Transportation       c) 

Queueing         d) Sequencing 

3. Holding cost is denoted by ------- 

 a) C1      b) C2   c) C3   d) C4 

4. Elapsed time between the placement of the order and its receipts 

in inventory is     

        known as--------- 

a) lead time        b) recorder level          

c) EOQ               d)  variables 

5. Total inventory cost = ------- 

a) set up cost + purchasing cost                                                  

b) holding cost + shortage cost 

            c) set up cost + purchasing cost + holding cost +             

shortage cost 

d) setup cost + shortage cost 

6. The several alternatives available are called -------- 

a) acts                   b) payoff         

c) state of nature      d) outcome 

7. A situation in which a decision maker knows all of the possible 

outcomes of a                       decision andalso knows the 

probability associated with each outcome is referred to as ---     

a) certainty           b) risk      

c) uncertainty               d) strategy 

8. Which one of the following does measure risk? 

          a) Coefficient of variance            b) Standard deviation  

          c) Expected value     d) Expected variance 

9. States of nature ____________ 

       a) can describe uncontrollable natural events such as floods or 

freezing temperatures 

       b) can be selected by the decision maker 

       c) cannot be enumerated by the decision maker 

       d) can not describe uncontrollable natural events  

10. A NLP problem with non linear objective function and linear 

constraints such as NLP  

        is called ----------- 

      a) Dynamic Programming        b) Quadratic programming 

      c) Geometric Programming     d) Separable programming 

11. In case of maximization of NLPP all the constraints must be 

converted into -------- type 

      a) strictly less than            b) less than or equal to 

      c) strictly greater               d) greater than or equal to 

12. If the principle minor of bordered ---------- is positive, the 

objective function is convex 

      a) Hessian matrix           b) Hermitan matrix   



   c) diagonal matrix                 d) identity matrix 

13. A NLPP is solved using _________ 

      a) Lagrange multipliers          b) Simplex method     

     c) Dual simplex method     d) Degeneracy multipliers 

14. A matrix that, for each state of nature and strategy, shows the  

difference between a   strategy's payoff and the best strategy's 

payoff is called----------- 

a) a maximin matrix       b) a minimax regret matrix 

            c)  a payoff matrix          d) an expected utility matrix 

15. A graphical method of representing events and course of action 

may be referred to as -------- 

          a) decision tree    b) decision criterion   

c) payoff table     d) strategy 

16. In constructing a tree diagram, decision point is denoted by  ---- 

a) Circle  b) Square    c) Triangle           d) Dot 

17. In case of minimization of NLPP all the constraints must be 

converted into -------- type 

   a) strictly less than   b) less than or equal to  

c) strictly greater than   d) greater than or equal to 

18. A ________of a convex function on a convex set is a unique 

global minimum of that function. 

a) Local minimum     b) Local maximum   

c) weak minimum      d) weak maximum 

19. The method of ______multipliers is a systematic way of   

generating the necessary condition for a stationary point 

a)Lagrange   b) Cauchy's       c) Euler's    d) Fourier 

20. XTQX is said to be _______ if XTQX >0 for x≠0 

       a) Positive definite               b) negative definite    

c) Positive semi definite      d) negative semi definite 

 

 

 
 

 

PART –B(3X2=6 MARKS) 

ANSWER ALL THE QUESTIONS 

 

21 . Define EOQ. 

22. Define payoff matrix. 

23. Define NLPP. 

PART –B(3X8=24 MARKS) 

ANSWER ALL THE QUESTIONS 

 

24. a) The probability distribution of monthly sale of a certain  item 

is as follows: 

      Monthly sales:    0       1       2         3        4        5          6 

        Probability   :   0.01  0.06   0.25   0.35   0.20   0.03     0.10 

The cost of carrying inventory is Rs.30 per unit per month and the 

cost of unit shortage is Rs.70 per month. Determine the optimum 

stock level that minimizes  the total expected cost. 

                                                                (OR) 

 

      b)  Electro uses resin in its manufacturing process at the rate of 

1000 gallons per month. It cost     electro 100 to place an order. 

The following cost per gallon per month is  2, and the shortage 

cost per gallon is 10 .historical data show that the demand during 

lead time is uniform over the range(0,50) gallons. Determine the 

optimal ordering policy  for Electro. 

 

25. a)  Explain about decision making under uncertainty. 

(OR) 



b) A businessman has two independent investment portfolios A 

and B, available to  him, but he       lacks the capital to 

undertake both of them simultaneously. He can either 

choose A first and then stop, or if A is not successful, then 

take, B or vice  versa. The probability of success of A is 

0.6, while for B it is 0.4. Both investment schemes require 

an initial capital outlay of Rs.10,000 and both return 

nothing if the venture proves to be unsuccessful. Successful 

completion of A will return Rs.20, 000 (over cost) and 

successful completion of B will return Rs.24,000(over 

cost). Draw a decision tree in order to determine the best 

strategy. 

 

26. a) A manufacturing company produces two products: Radios 

and TV sets. Sales-price  relationships for these two 

products are given below: 

 

Product Quantity Demanded Unit Price 

Radios 1500 – 5p1 p1 

TV sets 3800 – 10p2 P2 

 

 The total cost functions for these two products are given by 

200x1 + 0.1x2
2 and 300x2 + 0.1x2

2respectively. The 

production takes place on two assembly lines. Radio sets are 

assembled on assembly line I and TV sets are assembled on 

assembly line II. Because of the limitations of the assembly-

line capacities, the daily production is limited to no more 

than 80 radio sets and 60 TV sets. The production of both 

types of products requires electronic components. The 

production of each of these sets requires five units and six 

units of electronic equipment components respectively. The 

electronic components are supplied by another 

manufacturer, and the supply is limited to 600 units per day. 

The company has 160 employees, i.e., the labour supply 

amounts to 160 man-days. The production of one unit of 

radio set requires 1 man-day of labour, whereas 2 man-days 

of labour are required for a TV set. How many units of radio 

and TV sets should the company produce in order to 

maximize the total profit? Formulate the problem as a non-

linear programming problem. 

(OR) 

      b) Solve the following LPP by using dynamic      

programming approach 

                 Max Z = 3x1+5x2 

    Subject to 

x1   ≤  4 

x2    ≤  6 

                 3x1+5x2 ≤ 18 

  and     x1, x2 ≥ 0 
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Hours 
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Topics to be covered 

 

Support Materials 

Unit-I 

1 1 Integer Linear Programming Problem: 

Introduction and  Types of Integer Linear 

Programming 

 

R3: Chapter 3 : Pg.no:281 

2 1 Concept of  Cutting Plane R4: Chapter10:Pg.no: 670-671 

3 1 Gomory’s All Integer Cutting Plane 

Method-Problems 

R1: Chapter 7:Pg.no:126-128 

4 1 Continuation on problems on  Gomory’s All 

Integer Cutting Plane Method 

R4: Chapter10:Pg.no: 672-676 

5 1 Gomory’s mixed Integer Cutting Plane 
method-Problems 

R1:Chapter 7 : Pg.no:129-130 

6 1 Continuation on problems on  Gomory’s 
mixed Integer Cutting Plane method 

R1:Chapter 7 : Pg.no:130-131 

7 1 Branch and Bound Method - problems R2: Chapter 6:Pg.no: 209-212 

8 1 Continuation on problems on  Branch and 

Bound Method  

R2: Chapter 6:Pg.no: 213-218 

9 1 Zero-One Integer Programming-problems R3: Chapter 3:Pg.no:  282-283 
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10 1 Real life application in Integer Linear 
Programming. 

R1:Chapter7: Pg.no:134-136 

11 1 Recapitulation and discussion of possible 

questions 

 

Total 11Hrs   

 

Unit-II 

1 1 Dynamic Programming problem: 

Introduction and  Definitions 

R3: Chapter 20: Pg.no:893-894 

2 1 Characteristics of Dynamic Programming R1:Chapter 13: Pg.no :236 

3 1 Developing Optimal Decision Policy-

problems 

R3: Chapter20: Pg.no : 895-896 

4 1 Continuation on problems on  Developing 

Optimal Decision Policy 

R4: Chapter13: Pg.no : 249-252 

5 1 Dynamic Programming under Certainty- 

Model I-Shortest Route Problem. 

R3: Chapter20: Pg.no: 896-897 

6 1 Continuation on  problems on Dynamic 

Programming under Certainty- Model I-

Shortest Route Problem. 

R3: Chapter20: Pg.no: 898-899 

7 1 Model II- Multiplicative Separable Return 

Function& single additive constraint 

R3: Chapter20: Pg.no: 899-901 

8 1 Continuation on  problems on Model II- 

Multiplicative Separable Return Function& 

single additive constraint 

R3: Chapter20: Pg.no: 902-904 

9 1 Model III-Additive Separable Return 

Function& single additive constraint 

R3: Chapter20: Pg.no: 909-911 

10 1 Continuation on  problems on Model III-

Additive Separable Return Function& 

single additive constraint 

R3: Chapter20: Pg.no: 911-914 

11 1 Model IV-Additivity Separable Return R3: Chapter20: Pg.no: 920-922 
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Function& single multiplicative constraint 

12 1 Dynamic Programming approach to solve 

LPP 

R3: Chapter20: Pg.no: 922-924 

13 1 Recapitulation and discussion of possible 

questions 

 

Total 13Hrs   

 

Unit-III 

1 1 Probabilistic Inventory Model: Introduction 

and Real life application  

T1: Chapter 14: Pg.no:551 

2 1 Continuous review models T1: Chapter 14: Pg.no:551-554 

3 1 Probabilistic Economic order quantity 

(EOQ) Model-problems 

T1: Chapter 14: Pg.no:554-555 

4 1 Continuation on  problems on Probabilistic 

Economic order quantity (EOQ) Model 

T1: Chapter 14: Pg.no:556-558 

5 1 Single-period with no setup model-

problems 

T1: Chapter 14: Pg.no:559-560 

6 1 Continuation on problems on  Single-period 

with no setup model 

T1: Chapter 14: Pg.no:560-561 

7 1 Single-period with setup model-problems T1: Chapter 14: Pg.no:563-564 

8 1 Continuation on problems on  Single-period 

with setup model-problems 

T1: Chapter 14: Pg.no:564-565 

9 1 Multi period model-problems T1: Chapter 14: Pg.no:565-567 

10 1 Recapitulation and discussion of possible 

questions 

 

Total 10Hrs   

Unit-IV 
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1 1 Decision Analysis: Introduction and Real 

life application 

T1: Chapter 13:Pg.no:509-510 

2 1 Decision making under certainty –problems R5: Chapter 13:Pg.no:492-493 

3 1 Analytic hierarchy process-problems T1: Chapter 13:Pg.no:510-511 

4 1 Continuation on problems on  Analytic 

hierarchy process 

T1: Chapter 13:Pg.no:511-513 

5 1 Decisions under Risk- problems R1: Chapter 16:Pg.no:289-290 

6 1 Decision Trees-based expected value 

criterion 

T1: Chapter 13:Pg.no:520-522 

7 1 variations of the expected value criterion-

problems 

T1: Chapter 13:Pg.no:526-527 

8 1 Continuation on variations of the expected 

value criterion-problems 

T1: Chapter 13:Pg.no:527-528 

9 1 Decisions under Uncertainty- problems T1: Chapter 13:Pg.no:535-538 

10 1 Continuation on problems on  Decisions 

under Uncertainty 

R1: Chapter 16:Pg.no:296-297 

11 1 Real life application in Decision Analysis R1: Chapter 16:Pg.no:297-299 

12 1 Recapitulation and discussion of possible 

questions 

 

Total 12Hrs   

Unit-V 

1 1 Non-linear Programming Methods: 

Introduction and Examples of NLPP 

R1: Chapter 24:Pg.no:522-525 

2 1 General NLPP -problem R1: Chapter 24:Pg.no:525-526 

3 1 Constrained optimization with equality 

constraints 

R1: Chapter 24:Pg.no:526-528 

4 1 Continuation on Constrained optimization R1: Chapter 24:Pg.no:529-531 
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with equality constraints 

5 1 Constrained optimization with inequality 

constraints 

R1: Chapter 24:Pg.no:532-533 

6 1 Graphical solution and Quadratic 

Programming 

R1: Chapter 25:Pg.no:541-543 

7 1 Continuation on problems on Graphical 

solution and Quadratic Programming 

R1: Chapter 25:Pg.no:543-546 

8 1 Wolfe’s modified Simplex Methods  R1: Chapter 25:Pg.no:547-548 

9 1 Continuation on problems on Wolfe’s 
modified Simplex Methods 

R1: Chapter 25:Pg.no:548-550 

10 1 Beale’s Method R1: Chapter 25:Pg.no:550-553 

11 1 Recapitulation and discussion of possible 

questions 

 

12 1 Discussion of previous ESE question papers  

13 1 Discussion of previous ESE question papers  

14 1 Discussion of previous ESE question papers  

Total 14Hrs   

SUGGESTED READINGS  

 

TEXT BOOK 
T1: Handy, A. Taha.(2007). Operations Research, Seventh edition, Prentice Hall of India 
Pvt Ltd, New Delhi. 
 
 
REFERENCES 

R1:Kanti swarup., Gupta, P. K. and Manmohan., (2006). Operations Research, Twelfth 

edition, Sultan Chand & Sons Educational Publishers, New Delhi. 

 

R2:Panneerselvam, R., (2007). Operations Research, Second edition, Prentice Hall of 

India Private Ltd, New Delhi. 

 

R3:Sharma, J. K., (2008). Operations Research Theory and Practice, Third edition, 

Macmillan India Ltd. 
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edition New Age International Pvt Ltd, New Delhi. 

 

R5:Sivarethina Mohan. R., (2005). Operations Research, First edition, Tata Mc Graw Hill 

Publishing Company Ltd, New Delhi. 
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Dynamic Programming: Characteristics of Dynamic Programming Problem - Developing 
Optimal Decision Policy - Dynamic Programming under Certainty - DP approach to solve LPP. 
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Probabilistic Inventory Model: Real life application -Continuous review models- Probabilistic 

Economic order quantity (EOQ) Model. Single-period models – No setup model – setup model. 
Multi period model. 

UNIT IV 

Decision Analysis: Real life application - Decision making under certainty- Analytic hierarchy 

process. Decisions under Risk- Decision Trees-based expected value criterion, variations of the 
expected value criterion. Decisions under Uncertainty Real life application in Decision Analysis 

UNIT V 

Non-linear Programming Methods: Examples of NLPP - General NLPP - Graphical solution - 
Quadratic Programming - Wolfe’s modified Simplex Methods - Beale’s Method. 

SUGGESTED READINGS  

TEXT BOOK 

T1:Handy, A. Taha.(2007). Operations Research, Seventh edition, Prentice Hall of India Pvt   
Ltd,New Delhi. 

 
REFERENCES 

R1. Kanti swarup., Gupta, P. K. and Manmohan., (2006). Operations Research, Twelfth edition,   

Sultan Chand & Sons Educational Publishers, New Delhi. 

R2. Panneerselvam, R., (2007). Operations Research, Second edition, Prentice Hall of India 

Private Ltd, New Delhi. 

R3. Sharma, J. K., (2008). Operations Research Theory and Practice, Third edition, Macmillan 

India Ltd. 

R4. Singiresu, S. Rao., (2006). Engineering Optimization Theory and Practice, Third edition 

New Age International Pvt Ltd, New Delhi. 



OPTIMIZATION TECHNIQUES       Syllabus  2017-2019 

 

Master of Science, Mathematics, 2017, KAHE Page 2 
 

R5. Sivarethina Mohan. R., (2005). Operations Research, First edition, Tata Mc Graw Hill 

Publishing Company Ltd, New Delhi. 

______________________________________________________________________________ 
 
 
 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 1/13
 
  
 

UNIT-I 

SYLLABUS 

Types of Integer Linear Programming Problems - Concept of Cutting Plane - Gomory’s All Integer 

Cutting Plane Method - Gomory’s mixed Integer Cutting Plane method Branch and Bound Method. - 

Zero-One Integer Programming – Real life application in Integer Linear Programming 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 2/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 3/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 4/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 5/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 6/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 7/13
 
  
 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 8/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 9/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 10/13
 
  
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 11/13
 
  
 

 

 

 

 

 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203          UNIT: I(Integer Linear Programming)       BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 12/13
 
  
 

 

 

POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

1. Find the optimum integer solution to the following LPP 

Maximize  Z = x1 +4 x2 

      Subject to the constraints 

           2x1 + 4x2≤  7, 5x1 + 3x2≤  15 and  x1 , x2 ≥ 0 and are integers 

 2. Solve the following ILPP using Branch and Bound method 

Maximize  Z = 7x1 +9 x2 

      Subject to the constraints 

           - x1 + 3x2≤  6,7x1+  x2≤  35,  x2≤  7 and x1 , x2 ≥ 0 and are integers 

   3. Solve the following IPP. 

           Minimize Z = -2x1 -3x2 

          Subject to   

            2x1 + 2x2≤ 7, x1≤ 2, x2≤ 2 and  x1≥ 0, x2≥ 0 and are integers. 

4. Solve the following mixed integer programming problem. 

            Minimize Z = x1 - 3x2 

           Subject to  

             x1 +  x2≤  5, -2x1 + 4x2≤ 11 and x1 , x2 ≥ 0  and x2  be an integers. 

5. Find the optimum integer solution to the following IPP. 

Maximize  Z = x1 +x2 

    Subject to  

           2x1 + 5x2≤  16, 6x1 + 5x2≤  30 and  x1≥ 0, x2≥ 0 and are all integers. 

6. Use Branch and Bound method to solve the following: 

           Maximize Z = 2x1 +2x2 

         Subject to  

           5x1 + 3x2≤  8, x1 + 2x2≤  4 and  x1≥ 0, x2≥ 0 and are all integers. 

7. Find the optimum integer solution to the following LPP. 

Maximize  Z = x1 + 2x2 

                    Subject to  the Constraints 

                           2x2    ≤ 7,  x1 + x2≤ 7, 2x1 ≤ 11  and x1≥ 0, x2≥ 0 and are all integers. 
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COMPULSORY (1X10=10) 

 

1. Solve the following mixed integer programming problem. 

               Minimize  Z = 10x1 + 9x2 

                Subject to  the Constraints 

    x1≤8,  x2≤ 10, 5x1 + 3x2 ≥ 45 and x1 , x2 ≥ 0,  x1  be an integers. 

2. Find the optimum integer solution to the following LPP. 

Maximize  Z = 2x1 +2 x2 

       Subject to the constraints  

              5x1 + 3x2≤  8, 2x1 + 4x2≤  8 and x1≥  0, x2  ≥  0 and are integers. 

         3. Solve the following mixed integer programming problem. 

            Maximize Z = x1 +x2 

       Subject to the constraints  

             2x1 + 5x2≤ 16, 6x1 + 5x2≤ 30  and  x2≥ 0 and  x1 is non negative integers. 
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UNIT-I 

SYLLABUS 

Characteristics of Dynamic Programming Problem - Developing Optimal Decision Policy - Dynamic 

Programming under Certainty - DP approach to solve LPP. 
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POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

1. Solve the following LPP by using dynamic Programming approach 

                 Max Z = 3x1+5x2 

               Subject to 

                           x1≤  4 ,x2≤  6, 3x1+5x2 ≤ 18 and x1, x2≥ 0 

2. By dynamic programming technique, solve the problem. 

                 Min Z = x1
2 +x2

2 + x3
2 

        Subject to 

                        x1+x2+x3≥ 15   and x1,x2,x3≥ 0. 

3. Factorize a positive quantity b into n factors in such a way that the sum of their  

          squares is a minimum. 

4.Use dynamic programming to solve the following LPP 

Maximize  Z = 3x1 +5 x2 

      Subject to the constraints 

                x1 ≤ 4, 3x1 + 2x2 ≤ 18  and x1 , x2 ≥ 0  

5. Divide unity n parts so as to minimize the quantity ∑pi log pi. 

6.Solve the following LPP using dynamic programming principles: 

                Maximize Z = 2x1 + 5x2 

    Subject to the constraints 

                2x1 + x2≤  43,2x2≤  46 and x1, x2≥ 0. 

7. Solve the following by dynamic programming. 

                  Minimize Z = y1
2+y2

2+…..yn
2 

               Subject to  the Constraints 

                      y1 y2…..yn = b  and y1 ,y2 ,…..yn≥0 

 

COMPULSORY (1X10=10) 

 

            1. Use dynamic programming, Solve 

                    Maximum Z = y1 .y2.y3 

           Subject to  the Constraints 

 y1 + y2 + y3 = 5and y1 ,y2 ,y3 ≥0 

2. Divide a positive quantity c into n-parts in such a way that their product is  maximum. 

           3.Solve the following LPP using dynamic programming approach: 

                 Maximize Z = 8x1 + 7x2 

     Subject to the constraints  

                 2x1 + x2≤  8,5x1 + 2x2≤  15and x1, x2≥  0 
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UNIT-III 

SYLLABUS 

Real life application -Continuous review models- Probabilistic Economic order quantity (EOQ) Model. 

Single-period models – No setup model – setup model. Multi period model.  
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POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

 

1. The probability distribution of monthly sale of a certain item is as follows: 

           Monthly sales:    0            1              2               3              4              5             6 

            Probability   :   0.01       0.06        0.25        0.35           0.20         0.03           0.10 

           The cost of carrying inventory is Rs.30 per unit per month and the cost of unit              

           shortage is Rs.70 per month. Determine the optimum stock level that minimizes   

           the total expected cost. 

          2.  Electro uses resin in its manufacturing process at the rate of 1000 gallons per  

           month. It cost electro 100 to place an order. The following cost per gallon per  

          month is  2, and the shortage cost per gallon is 10 .historical data show that the  

          demand during lead time is uniform over the range(0,50) gallons. Determine the  

           optimal ordering policy for  Electro. 

 3.Determine optimal order  level of Z. 

4.The owner of a newsstand wants to determine the number of USA now newspapers 

that must be stocked at the start of each day. It costs 30 cents to buy a copy, and 

the owner sells it for 75 cents . The sale of the newspaper typically occurs between 

7:00 and 8:00 am newspapers left at the end of the day are recycled for an in come 

of 5 cents a copy .How many copies should the owner stock every morning , 
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assuming that the demand for the day can be described as 

i) a normal distribution with mean 300 copies and standard deviation 20 copies 

ii) A discrete probability distribution function f(D), defined as 

 

 

 

          5. If the demand for a certain product has a rectangular distribution between 4000  

                      and 5000, find the optimal order quantity if shortage cost is Rs. 1 per unit and   

                     shortage cost is Rs.7 per unit. 

         6.Explain the optimum order level of single period problem without setup cost.  

COMPULSORY (1X10=10) 

 

1.The probability distribution of monthly sales of a certain item as follows: 

              Monthly Sales:     0           1            2             3            4            5             6 

              Probability     :   0.02       0.05      0.30        0.27       0.20         0.10        0.06 

         The cost of carrying inventory is Rs.10 per unit per month. The current policy is to       

        maintain a stock of four items at the beginning of each month. Assuming that the  

cost of shortage is proportional to both time and quantity short, obtain the imputed  

cost of a shortage of one time unit. 

2.The daily demand form an item during a single period occurs instantaneously at the  start of the period. The p. d. f.  of the 

demand is uniform between 0 and 10 units.The unit holding cost of the item during the period is  50 ,and the unit penalty 

cost for running out of stock is  4.50 . The unit purchase cost is 50. A fixed cost of 25 is incurred each time an order is 

placed. Determine the optimal inventory policy for the item. 

3. A shop is about to order some heaters for a forecast spell of cold weather. The shop pays Rs.1,000 for each heater,  and 

during the cold spell they sell for Rs.2,000 each.The demand for the heater declines after the cold spell is over, and any 

unsold units are sold at Rs.500. Previous experience suggests the likely demand for heaters is as  follows: 

                 Demand :       10         20 30    40      50 

               Probability:   0.20        0.30        0.30         0.10      0.10 

        How many heaters should the shop buy? 

10. An ice cream company sells one of its types of ice creams by weights. If the   products is not sold on the day it is 

prepared, it can be sold for a loss of 50 paisa per pound but there is an unlimited market for one day old ice – creams. 

On the other hand, the company makes a profit of Rs. 3.20 on every pound of ice – cream sold on the day it is prepares.  

If daily orders form a distribution with f(x) = 0.02-  0.0002x, 0 ≤ x ≤100 how many pounds of ice – cream should the 

company prepare every day?. 

 

D 200 220 300 320 340 

f(D) 0.1 0.1 0.4 0.2 0.1 
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UNIT-IV 

SYLLABUS 

Real life application - Decision making under certainty- Analytic hierarchy process. Decisions under 

Risk- Decision Trees-based expected value criterion, variations of the expected value criterion. 

Decisions under Uncertainty Real life application in Decision Analysis  
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POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

 

1.  Explain about decision making under uncertainty. 

2.A businessman has two independent investment portfolios A and B, available to  

          him, but he lacks the capital to undertake both of them simultaneously. He can  

         either choose A first and then stop, or if A is not successful, then take, B or vice  

          versa. The probability of success of A is 0.6, while for B it is 0.4. Both investment 

         schemes require an initial capital outlay of Rs.10,000 and both return nothing if  

          the venture proves to be unsuccessful. Successful completion of A will return  

          Rs.20, 000 (over cost) and successful completion of B will return Rs.24,000(over  

          cost). Draw a decision tree in order to determine the best strategy. 

3. A businessman has three alternative open to him each of which can be followed    

         by any of the four possible event. The conditional payoffs (in Rs ) for each action   

         event combination are given below. 

 

 

Alternative 

Payoffs conditional on event 

A B C D 

X 8 0 -10 6 

Y -4 12 18 -2 

Z 14 6 0 8 

 

            Determine which alternative should the businessman choose, if he adopts the 

             i) maximin criterion    ii) maximax criterion    iii) savage criterion 

4. A glass factory that specializes in crystal is developing a substantial backlog and  

for this the firm’s management is considering three courses of action: To arrange  

for subcontracting (S1), to begin overtime production(S2), and to construct new  

facilities(S3). The correct choice depends largely upon the future demand , which       

may be low, medium, or high. By consensus, management ranks the respective  

probabilities as 0.10, 0.50 and 0.40. A cost analysis reveals the effect upon the  

profits. This is shown in the table below. 

Demand Probability                                 Course of Action 

S1 S2 S3 

Low(L) 0.10 10 -20 -150 

Medium(M) 0.50 50 60 20 
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High(H) 0.40 50 100 200 

          Show this decision situation in the form of a decision tree and indicate the most        

            preferred decision and its corresponding expected values. 

5. A food products company is contemplating the introduction of a revolutionary new 

product with new packaging or replacing the existing product at much higher price(S1). It may even make a moderate change 

in the composition of the existing product, with new packaging at a small increase in price (S2), or may mall a small change 

in the composition of the existing product, backing it with the word ‘New” and a negligible increase in price(S3). The three 

possible states of nature or events are: (i) high increase in sales (N1), (ii) no change in sales(N2) and (iii) decrease in 

sales(N3). The marketing department of the company worked out the payoffs in terms of yearly net profits for each of the 

strategies of three events(expected sales). 

This is represented in the following table: 

 

      Strategies                                States of Nature 

N1 N2 N3 

S1 7,00,000 3,00,000 1,50,000 

S2 5,00,000 4,50,000 0 

S3 3,00,000 3,00,000 3,00,000 

 

           Which strategy should the concerned executive choose on the basis of 

                 i) Maximin criterion                      ii) Maximax criterion 

               iii) Minimax regret criterion           iv) Laplace criterion 

6.A retailer purchases cherries every morning at Rs.50 a case and sells them for 

Rs.80 a case. Any case that remains unsold at the end of the day can be disposed 

of the next day at a salvage value of Rs.20 per case(thereafter they have no value). 

Past sales have ranged from 15 to 18 cases per day. The following is the record of 

sales for the past 120 days. 

        Cases sold :  15     16     17     18 

Number of days:  12      24         48        36 

Find out how many cases should the retailer purchase per day in order to 

maximize his profit. 

 

 

COMPLUSOURY (1X10=10) 

 

7.Explain about decision making under risk. 

 8.A manager has a choice between (i) risky contract promising Rs. 7 lakhs with  

probability 0.6 and Rs. 4 lakhs with probability0.4, and (ii) a diversified portfolio  

consisting of two contracts with independent outcomes each promising Rs. 3.5  

lakhs with probability 0.6 and Rs. 2 lakhs with probability 0.4. Construct a  

decision tree for using EMV criteria. 

9. A firm manufactures three types of products. The fixed and variable costs are     

given below. 

 

 Fixed cost (Rs) Variable Cost Per 

Unit(Rs) 
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Product A 25000 12 

Product B           35000 9 

Product C 53000 7 

         The likely demand (units) of the products is given below: 

                  Poor demand     :  3000 

              Moderate demand :  7000 

                  High demand    : 11000 

          If the sale price of each type of product is Rs.25, then prepare the payoff matrix. 

10.A super bazaar must decide on the level of supplies it must stock to meet the needs  

of its customers during Diwali days. The exact number of customers is not know,   

but it is expected to be in one of the 4 categories: 300, 350, 400 (or) 450  

customers. Four levels of supplies are thus suggested with level j being ideal, if  

the number of customers falls in category j deviations from the ideal levels  

results in additional costs either because extra supplies are stocked needlessly or  

because demand cannot be satisfied. The table below provides these costs in  

thousands of rupees. 

Customers 

category  

Supplies level 

A1 A2 A3 A4 

E1 7 12 20 27 

E2 10 9 10 25 

E3 23 20 14 23 

E4 32 24 21 17 

 

Find  i) maximin criterion    ii) maximax criterion    iii) savage criterion. 
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POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

 

1. The probability distribution of monthly sale of a certain item is as follows: 

           Monthly sales:    0            1              2               3              4              5             6 

            Probability   :   0.01       0.06        0.25        0.35           0.20         0.03           0.10 

           The cost of carrying inventory is Rs.30 per unit per month and the cost of unit              

           shortage is Rs.70 per month. Determine the optimum stock level that minimizes   

           the total expected cost. 

          2.  Electro uses resin in its manufacturing process at the rate of 1000 gallons per  

           month. It cost electro 100 to place an order. The following cost per gallon per  

          month is  2, and the shortage cost per gallon is 10 .historical data show that the  

          demand during lead time is uniform over the range(0,50) gallons. Determine the  

           optimal ordering policy for  Electro. 

 3.Determine optimal order  level of Z. 

4.The owner of a newsstand wants to determine the number of USA now newspapers 

that must be stocked at the start of each day. It costs 30 cents to buy a copy, and 

the owner sells it for 75 cents . The sale of the newspaper typically occurs between 

7:00 and 8:00 am newspapers left at the end of the day are recycled for an in come 

of 5 cents a copy .How many copies should the owner stock every morning , 
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assuming that the demand for the day can be described as 

i) a normal distribution with mean 300 copies and standard deviation 20 copies 

ii) A discrete probability distribution function f(D), defined as 

 

 

 

          5. If the demand for a certain product has a rectangular distribution between 4000  

                      and 5000, find the optimal order quantity if shortage cost is Rs. 1 per unit and   

                     shortage cost is Rs.7 per unit. 

         6.Explain the optimum order level of single period problem without setup cost.  

 

 

COMPULSORY (1X10=10) 

 

1.The probability distribution of monthly sales of a certain item as follows: 

              Monthly Sales:     0           1            2             3            4            5             6 

              Probability     :   0.02       0.05      0.30        0.27       0.20         0.10        0.06 

         The cost of carrying inventory is Rs.10 per unit per month. The current policy is to       

        maintain a stock of four items at the beginning of each month. Assuming that the  

cost of shortage is proportional to both time and quantity short, obtain the imputed  

cost of a shortage of one time unit. 

2.The daily demand form an item during a single period occurs instantaneously at the  start of the period. The p. d. f.  of the 

demand is uniform between 0 and 10 units.The unit holding cost of the item during the period is  50 ,and the unit penalty 

cost for running out of stock is  4.50 . The unit purchase cost is 50. A fixed cost of 25 is incurred each time an order is 

placed. Determine the optimal inventory policy for the item. 

3. A shop is about to order some heaters for a forecast spell of cold weather. The shop pays Rs.1,000 for each heater,  and 

during the cold spell they sell for Rs.2,000 each.The demand for the heater declines after the cold spell is over, and any 

unsold units are sold at Rs.500. Previous experience suggests the likely demand for heaters is as  follows: 

                 Demand :       10         20 30    40      50 

               Probability:   0.20        0.30        0.30         0.10      0.10 

        How many heaters should the shop buy? 

4. An ice cream company sells one of its types of ice creams by weights. If the   products is not sold on the day it is prepared, 

it can be sold for a loss of 50 paisa per pound but there is an unlimited market for one day old ice – creams. On the 

other hand, the company makes a profit of Rs. 3.20 on every pound of ice – cream sold on the day it is prepares.  If 

D 200 220 300 320 340 

f(D) 0.1 0.1 0.4 0.2 0.1 
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daily orders form a distribution with f(x) = 0.02-  0.0002x, 0 ≤ x ≤100 how many pounds of ice – cream should the 

company prepare every day?. 
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UNIT-V 

SYLLABUS 

Examples of NLPP - General NLPP - Graphical solution - Quadratic Programming - Wolfe’s modified 

Simplex Methods - Beale’s Method.  
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POSSIBLE QUESTIONS 

ANSWER ALL THE QUESTIONS  (5X6=30) 

1.A manufacturing company produces two products: Radios and TV sets. Sales-price  

relationships for these two products are given below: 

 

Product Quantity Demanded Unit Price 

Radios 1500 – 5p1 p1 

TV sets 3800 – 10p2 P2 

 

      The total cost functions for these two products are given by 200x1 + 0.1xi
2 and  

 300x2 + 0.1x2
2respectively. The production takes place on two assembly lines.  Radio sets are assembled on assembly line I 

and TV sets are assembled on assembly line II. Because of the limitations of the assembly-line capacities, the daily 

production is limited to no more than 80 radio sets and 60 TV sets. The production of both types of products requires 

electronic components. The production of each of these sets requires five units and six units of electronic  

equipment components respectively. The electronic components are supplied by another manufacturer, and the supply is 

limited to 600 units per day. The company has 160 employees, i.e., the labour supply amounts to 160 man-days. The 

production of one unit of radio set requires 1 man-day of labour, whereas 2 man-days of labour are required for a TV set. 

How many units of radio and TV sets should the company produce in order to maximize the total profit? Formulate the 

problem as a non-linear programming problem. 

       2. Solve graphically the following NLPP 

                       Maximize Z = 2x1 + 3x2 

                    Subject to the constraints: 

                                   x1+x2 8 

                              x1
2 + x2

2 20,  and 

 x1, x2 0 

     Verify that the Kuhn-Tucker conditions hold for the maxima you obtain. 

3. Solve the non-linear programming problem: 

Minimize z = 2x1
2 – 24x1 + 2x2

2 – 8x2 + 2x3
2 – 12x3 + 200 

Subject to the constraints: 

x1+ x2+ x3= 11 

and x1, x2, x3 0 

4. Use Beale’s method to solve the following NLPP: 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: IM.Sc MATHEMATICS                         COURSE NAME: Optimization Techniques 

COURSE CODE: 17MMP203        UNIT: V(Non-linear Programming Methods)     BATCH-2017-2019 
 

Prepared by A. NEERAJAH, Asst Prof, Department of Mathematics, KAHE Page 22/22 
  
 

        Minimize z = 2x1+ 3x2 - x1
2 

        Subject to the constraints: 

         x1 + 2x2 4,   and x1, x2 0 

5. Solve the non-linear programming problem: 

              Optimize z = 4x1
2 + 2x2

2 + x3
2 – 4x1x2 

             Subject to the constraints: 

                        x1+ x2+ x3= 15 

                      2x1- x2+ 2x3= 20 

               and  x1, x2, x3 0 . 

 6.Solve graphically the following NLPP 

                      Minimize Z = x1
2  + x2

2 

Subject to the constraints: 

                          x1 + x2  4 

                        2x1 + x2   5 

                      and x1 , x2 0 . 

7. Use Beale’s method to solve the following NLPP: 

Minimize z = 6 - 6x1+ 2x1
2  - 2 x1 x2 + 2x2

2 

Subject to the constraints: 

        x1 + x2 2,   and x1, x2 0. 

 

 

 

COMPULSORY (1X10=10) 

 

1. Solve the non-linear programming problem: 

              Maximum z = 8x1 - x1
2 +8x2- x2

2 

              Subject to the constraints: 

x1+ x2≤ 12 

x1- x2 4 

and  x1, x2 0 

2. Explain about Kuhn – Tucker condition with non negative constraints. 

 3.Solve the quadratic programming problem by using Beal’s method 

                Maximize z = 4x1 + 6x2 - x1
2- 3x2

2 

             Subject to the constraints: 

              x1+ 2x2 4    and x1, x2 0 

 



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

A LPP in which all or some of the decision variables are 
constrained to assume non negative integer values is 
called an -------------

 Integer 
programming 
problem      

Dynamic 
programming 
problem     

Non linear 
programming problem Decision Analysis 

 Integer 
programming 
problem      

 In  a LPP, if all the variables in the optimal solution are 
restricted to assume non negative integer values, then it 
is called the ------------------ Zero - one IPP Pure IPP Mixed IPP Non IPP Pure IPP

A systematic procedure for solving pure I.P.P is ---------- Hungarian method                 Cutting method        
Revised simplex 
method      Modi method Cutting method        

The fractional part of the negative number -7 / 3 is 
_____  5/3  1/3  2/3  7/3  2/3

Which of the following is correct?

A linear 
programming 
problem with only 
one decision 
variable restricted 
to integer value is 
not an integer 
programming 
problem

An integer 
programming 
problem is an LPP 
with decision 
variables restricted 
to integer values.

A mixed IPP is one 
where mixed 
constraints are 
involved.

A pure IPP is one where 
all the decision variables 
are either zero or unity

An integer 
programming 
problem is an LPP 
with decision 
variables restricted 
to integer values.

Which of the following is not correct?

An IPP where all 
the variables must 
be equal to zero or 
one is called a 0-1 
IPP.

An LPP in which all 
the decision 
variables are non 
negative integers is 
called a pure IPP.

Variables in an IPP 
that are not integer 
constrainted are called 
discontinuous 
variables.

Variables in an IPP that 
are not integer 
constrained are called 
continuous variables.

Variables in an IPP 
that are not integer 
constrainted are 
called discontinuous 
variables.

In cutting algorithm, each cut involves the introduction 
of _______

an equality 
constraint

less than or equal to 
constraint

greater than or equal to 
constraint an artificial variable.

less than or equal to 
constraint

In the context of Branch and bound method, which of 
the following is not correct?

It can be used to 
solve any kind of 
programming 
problem

It divides the 
feasible region into 
smaller parts by the 
process of branching

It is very usefull 
employed in problems 
where ther a finite 
number of solutions

It is not a standardised 
method and is applied 
differently for different 
problems

It can be used to 
solve any kind of 
programming 
problem

Which of the following is correct?

If the optimum 
solution to an LPP 
has all integer 
values, it may or 
may not be an 
optimum integer 
solution

the solution to the 
IPP can always be 
obtainted by 
rounding off the 
fractional values in 
the solution 
obtainted by simplex 
method

A cut may or may not 
eliminate any points 
that are feasible for the 
IPP

a cut does not eliminate 
any points which are 
feasible for the IPP.

a cut does not 
eliminate any points 
which are feasible 
for the IPP.

Maximize z = 3x +5y, subject to : x + 2y ≤ 4, 2x + y ≥ 6 
and x ≥0, y ≥ 0.  This problem represents a _________ Zero - one IPP Pure IPP Mixed IPP Non IPP Non IPP

Which of the following is not correct?

The optimum 
solution to LPP 
satisfies the cut 
that is introduced 
on the basis of it.

A cut is formed be 
choosing a row in 
the optimum 
simples table that 
corresponds to a non 
integer variable.

the cutting plane 
algorithm assures 
optimal integer 
solution in a finite 
number of iterations

The cutting plane 
algorithm requires all 
RHS values as well as all 
the coefficients in the 
constraints to be 
integers.

The optimum 
solution to LPP 
satisfies the cut that 
is introduced on the 
basis of it.

Which of the following is not an integer linear 
programming problem? Zero - one IPP Pure IPP Mixed IPP continuous IPP continuous IPP
__________ can be solved using Branch and Bound 
method

A travelling 
salesman problem assignment problem geometric problem simulation problem

A travelling 
salesman problem

______ can be considered as a zero - one programming 
problem.

A travelling 
salesman problem assignment problem geometric problem simulation problem assignment problem

The part of the feasible solution space eliminated by 
plotting a cut constraints _________

only non integer 
solutions

only integer 
solutions

both integer and non 
integer solutions only rational solutions

only non integer 
solutions

While solving IP problem any non integer variable in 
the solution is picked up to _______

obtain the cut 
constraint enter the solution leave the solution no solution

obtain the cut 
constraint

In a Branch and Bound minimization tree, the lower 
bounds on objective function value________

do not decrease in 
value

do not increase in 
value remains constant no constant remains constant

A travelling salesman problem can be solved using 
__________ Cutting method

Branch and Bound 
method Simplex method Critical path method

Branch and Bound 
method

An assignment problem can be considered as a 
________ Pure  IPP Mixed IPP

0 - 1 programmign 
problem

linear programming 
problem

0 - 1 programmign 
problem

______ can be considered as a zero - one programming 
problem.

Transportation 
problem assignment problem inventory problem simulation problem assignment problem

In a mixed integer programming problem we have ------ all of the decision variables require integer solutions few of the decision variables require integer solutionsdifferent objective functions are mixed together
mixed solution to the 
problem  few of the decision variables require integer solutions

Branch and Bound method divides the feasible solution 
space into smaller parts by -------- branching bounding enumering parts branching
In a mixed-integer programming problem--------- 
requries integer solutions

all of the decision 
variables

few of the decision 
variables

different objective 
functions mixed variables

few of the decision 
variables

A non integer variable is chosen in the optimal simplex 
table of the integer LP problem to --------- leave the basis enter the basis

to construct a gomory 
cut

Branch and Bound 
method

to construct a 
gomory cut

The corners of the reduced feasible region of an integer 
LP problem contains

only integer 
solution

optimal integer 
solution

only non-integer 
solution not a solution

only integer 
solution

An------------ programming was used for capital 
budgeting in hospital integer Hungerian method

Dynamic programming 
problem     Decision Analysis integer

An integer  programming was used for capital 
budgeting in -------------- school railway transport  hospital  hospital

A travelling salesman problem can be solved using ----- Simplex method Hungerian method cutting method
Branch and Bound 
method

Branch and Bound 
method

KARPAGAM ACADEMY OF HIGHER EDUCATION
(Deemed to be University Established Under Section 3 of UGC Act 1956)

Pollachi Main Road, Eachanari (Po),
Coimbatore –641 021                                                                                                                                                                                            

        Class   : I - M.Sc. Mathematics                                                                                                                             Semester      : II

Possible Questions                               

        Subject: OPTIMIZATION  TECHINIQUES                                                                                                            Subject Code: 17MMP203

                                        Unit I                  Integer Linear Programming                                               

                                                                                   Part A (20x1=20 Marks)     (Question Nos. 1 to 20 Online Examinations)                          





Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

The mathematical Techniques of optimizing such a  
sequence of interrelated decisions over a period of time 
is called------------------.

Integer 
programming 
problem     

Dynamic 
programming 
problem     

Non linear 
programming problem Decision Analysis 

Dynamic 
programming 
problem     

The DP problem can be decomposed or divided into a 
sequence of smaller sub problems called-------------- State Stage Policy Optimal policy Stage

The variables which specify the condition of the 
decision    process or describe the status of the system at 
a particular stage are called --------------------- State variables                      decision variables independent variables          dependent variables State variables                      
A decision making rule that at any stage permits a 
feasible sequence of decisions is called_____ State Stage Policy Optimal policy Policy
A transition function is expressed as ----------- sn-1 = tn (sn , dn )               sn = tn (sn-1 , dn-1 )                    sn+1 = tn (sn+2 , dn+2 )        sn-1 = tn (sn-1 , dn-1 )   sn-1 = tn (sn , dn )               

A stage in a dynamic programming problem represents 

number of 
decision 
alternatives          

status of the system 
at a particular state       

same time periods in 
the planning period

status of the system at a 
same state       

number of decision 
alternatives          

The return function in a DP model depends on  -------- State Stage Policy Optimal policy State

Dynamic Programming Problem deals with  the _____

multi stage 
decision making 
problems

single stage decision 
making problems

time independent 
decision making 
problems

problems which fix the 
levels of different 
decision variables so as 
to maximize profit or 
minimize cost

multi stage decision 
making problems

which of the following is not correct?

DP approach 
helps in reducing 
the computational 
efforts in 
sequential 
decision making

DPP can be divided 
into a sequence of 
smaller sub 
problems called 
stages of the 
original problem.

DP cannot be dealt 
with non linear 
constraints

 The concept of dynamic 
programming is based 
upon the principle of 
optimality due to 
Bellman.

DP cannot be dealt 
with non linear 
constraints

When a positive quantity C is divided into five parts, 
the maximum value of their products is _______ (C/5)5 (5C)5 5x5C 5(C/5) (C/5)5

which of the following is not correct?

DPP is solved 
starting from the 
initial stage to the 
next till the final 
stage is reached

DPP can be solved 
by simplex method

Optimum solution is 
DPP depends on the 
initial solution.

Computation in DPP are 
done recursively, in the 
sense that the optimum 
solution of one sub 
problem is used as an 
input to the next sub 
problem.

DPP can be solved 
by simplex method

which of the following is correct?

DPP can be 
solved only by 
recursive equation 
approach

Monte - Carlo 
method is useful in 
solving DPP

LPP cannot be solved 
by using DP approach

In DP, when the current 
state is known, an 
optimum policy for the 
remaining stage is 
independent of the 
policy of the previous 
ones.

In DP, when the 
current state is 
known, an optimum 
policy for the 
remaining stage is 
independent of the 
policy of the 
previous ones.

The solution of recursive equation in DP does not 
involve the ___________

backward 
computational 
procedure or 
forward 
computational 
procedure

two types of 
computations, 
according as the 
system is continuous 
or discrete

classical methods of 
optimization or tabular 
computational scheme 
to achieve the optimum 
solution

number os stages that 
provides an optimum 
solution or there is an 
indication of an 
unbounded solution.

number os stages 
that provides an 
optimum solution 
or there is an 
indication of an 
unbounded 
solution.

In DPP, the number of stage variable is ----------- the 
number of state variable equal to not equal to greater than lesser than not equal to
The number of ----------- may change from the stage to 
stage decision varaible dependent variable independent variables          state variables state variables

DP divides the problem into a number of --------
confilcting 
objective function decision stages unrelated constraints policies decision stages

The relationship between stages of a DPP is called ---- State random variable node  transformation  transformation
In DP the output to stage n become the input to ----- stage n-1 stage n itself stage n+1 stage n - 2 stage n-1

The decision criterion for the shortest route problem is 
________.

minimization of 
the total number 
of cities visited

minimization of the 
distance traveled

minimization of the 
total cost

minimization of the 
route itself

minimization of the 
distance traveled

The decsion variables in a dynamic programming 
problem are ___________

the stages of the 
DPP

the returns at the 
stages of a DPP

the alternatives that 
exist at each stage of 
the DPP

the possible beginning 
situations of a stage

the alternatives that 
exist at each stage 
of the DPP

In dynamic programming, the output from a stage is 
called a ________ return state variable decision variable transformation variable state variable
The knapsack problem is an example of a 
_________problem that can be solved by dynamic 
programming network Monte Carlo Infeasible Non network Non network
The equation describing the relationship between stages 
is called a _________

transformation 
function relationship function input -  output function inter stage function

transformation 
function

state variables, decision varibales, the dicision criterion 
and the optimal policy can be determined for 
__________ of a dynamic programming problem only stage 1 stages 1 and 2  stage n-1 any stage any stage

_______ is  an example of a problem to which dynamic 
programming might provide a solution

Determining the 
best route to travel 
through a city

Routing of 
emergency services

finding the optimal 
product mix

Finding the optimal 
adverting mix

Routing of 
emergency services
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---------- may be defined as the stock of goods, 
commodities or other economic resources that are 
stored or reserved for smooth and efficient running of 
business affairs Inventory Transportation Queueing Sequencing Inventory
Rate of consumption is different from ---------. rate of change rate of production rate of purchasing either b or c either b or c
Cost associated with carrying or holding the goods in 
stock is known as -------.

interested capital 
cost handling cost holding cost production cost holding cost

 -------- is the interest change over the capital invested.
interested capital 
cost handling cost holding cost production cost

interested capital 
cost

-------- include costs associated with movement of 
stock, such as cost of labour etc.

interested capital 
cost handling cost holding cost production cost handling cost

 -------- per unit item is affected by the quantity 
purchased deu to quantity discounts or price breaks.

 interested capital 
cost handling cost holding cost purchase price purchase price

If P is the purchase price of an item and I is the stock 
holding cost per unit time expressed as a fraction of 
stock value then the holding cost is ----------. I/P I + P I – P IP IP
The penalty costs that are incurred as a result of 
running out  of stock are known as----  shortage cost set-up cost holding cost production cost  shortage cost
Holding cost is denoted by ------- C1 C2 C3 C4 C1

Shortage cost is denoted by ------ C1 C2 C3 C5 C2

Set-up cost is denoted by -------- C1 C2 C3 C4 C3

Elapsed time between the placement of the order and 
its receipts in inventory is known as -------. lead time recorder level EOQ variables lead time
---------- is the time when we should place an order by 
taking into consideration the interval between placing 
the order and receiving the supply. lead time recorder level EOQ variables recorder level
--------- is that size of order which minimises total 
annual cost of carrying inventory and the cost of 
ordering under the assumed conditions of certainty and 
that annual demands are known. lead time recorder level EOQ variables EOQ

EOQ means -------
Economic Order 
Quantity

Economic Order  
Quality

Economic Offer 
Quality

Economic Offer 
Quantity

Economic Order 
Quantity

EOQ is also known as -------
economic lot size 
formula

economic short size 
formula economic formula economic variables

economic lot size 
formula

------- include holding cost, set up cost, shortage costs 
and demand. EOQ controlled variables uncontrolled variables basic variables

uncontrolled 
variables

Reduction in procurement cost ------- EOQ increases decreases reduces neutral reduces
Economic order quantity results in equilization of -------
- cost and annual inventory cost.

annual 
procurement cost procurement cost inventory cost shortage cost

annual 
procurement cost

Economic order quantity results in equilization of 
annual procurement cost cost and ------- cost.

annual inventory 
cost procurement cost inventory cost shortage cost

annual inventory 
cost

Reorder level = ---------

normal lead time 
x monthly 
consumption

normal lead time + 
monthly 
consumption

normal lead time - 
monthly consumption

normal lead time / 
monthly consumption

normal lead time x 
monthly 
consumption

Economic order quantity results in -------
reduced stock – 
outs

increased stock – 
outs

equilisation of 
carrying cost and 
procurement costs

favourable procurement 
price

equilisation of 
carrying cost and 
procurement costs

Minimum inventory equals EOQ Reorder level Safety stock lead time Safety stock
The set up cost in inventory situation is ------- of size 
of inventory. dependent independent large small independent

Total inventory cost = ------- set up cost + 
purchasing cost

holding cost + 
shortage cost

set up cost + 
purchasing cost + 
holding cost + 
shortage cost 

setup cost + shortage 
cost

set up cost + 
purchasing cost + 
holding cost + 
shortage cost 

Storage cost is associated with ------- holding cost shortage cost carrying cost set up cost carrying cost

Average inventory = -------
(EOQ/2) + Safety 
stock

(EOQ/2) - Safety 
stock (EOQ/2) / Safety stock (EOQ/2) * Safety stock

(EOQ/2) + Safety 
stock

------ discounts reduce material cost and procurement 
costs quantity quality carrying cost set up cost quantity
The ordering cost is independent of ------ ordering quantity ordering quality carrying cost set up cost ordering quantity

Inventory used for decoupling is used to ________

Make businesses 
wait longer for 
products

make one part of a 
businessless 
directly dependent 
on other parts of 
the businedd

Reduce overall 
inventory levels Provide JIT deliveries

make one part of a 
businessless 
directly dependent 
on other parts of 
the businedd

An example of dependent demand inventory would be 
_______

Milk in a grocery 
store

Finished products 
in a toy factory's 
warehouse

Silos full of gaint at a 
brewery

Lubricants used to 
maintain a 
manufacturer's 
machinery

Silos full of gaint at 
a brewery

A key difference between independent and dependent 
demand inventory is ___________

Independent 
demand is 
probabilistic, 
while dependent 
demand can be 
calculated 
precisely

Dependent demand 
is probilistic, while 
independent 
demand can be 
calculated precisely.

dependent demand is 
always lower than 
independent demand.

Dependent demand is 
more likely to result in 
forecast error

Independent 
demand is 
probabilistic, while 
dependent demand 
can be calculated 
precisely
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Once a decision tree has been drawn it should be ________Compared to a 
payoff table

Analyzed from right 
to left

Compared to sensitivity 
analysis

Analyzed from left to 
right

Analyzed from right 
to left

A decision tree is used when  ________ Non-sequential decisions are neededOnly with monetary valuesThe decision is a sensitive oneSequential decisions are 
involved Sequential decisions 

are involved

A graph is used to depict ________ Sensitivity analysis Payoff tables Decision trees The expected monetary 
value Sensitivity analysis

The several alternatives available are called -------- Acts payoff state of nature outcome Acts
Conditionsoutside the control of the decision maker which will 

determine the consequence of a particular act is -----------
Acts payoff state of nature outcome

state of nature 
The consequence of a decision taken against a state of nature is 
defined as an ----------- Acts payoff state of nature outcome outcome
If the outcome is measured interms of money it is called a -------
--------- Acts payoff state of nature outcome payoff
 __________provides a way of incorporating the decision 
makers attitude towards risk into the analysis Utility theory Game theory decision theory queuing theory Utility theory
A utility function is said to be --------, if there exist a measure 
of utility for all alternatives. Complete compact certinity uncertainty Complete
____________is indicated interms of propabilities assigned to 
events certainty uncertainty risk strategy uncertainty
A situation in which a decision maker knows all of the 
possible outcomes of a decision and also knows the 
probability associated with each outcome is referred to 
as _______ certainty risk uncertainty strategy risk

Which of the following methods of selecting a strategy is 
consistent with risk averting behavior?

If two strategies 
have the same 
expected profit, 
select the one with 
the smaller 
standard deviation.

If two strategies 
have the same 
standard deviation, 
select the one with 
the smaller expected 
profit

Select the strategy with 
the larger coefficient of 
variation

All of the above are 
correct

If two strategies 
have the same 
expected profit, 
select the one with 
the smaller standard 
deviation.

Which one of the following does measure risk? Coefficient of variance Standard deviation Expected value Expected variance Expected value
If a person's utility doubles when their income doubles, 
then that person is risk ________ averse neutral seeking

There is not enough 
information neutral

The coefficient of variation measures ________
the risk per unit of 
expected payoff

the risk-adjusted 
expected value

the payoff per unit of 
risk

a decision maker's risk-
return tradeoff

the risk per unit of 
expected payoff

A situation in which a decision maker must choose 
between strategies that have more than one possible 
outcome when the probability of each outcome is 
unknown is referred to as ________ diversification certainty risk uncertainty uncertainty

If a decision maker is risk averse, then the best strategy 
to select is the one that yields the ___________

highest expected 
payoff

lowest coefficient of 
variation highest expected utility

lowest standard 
deviation

highest expected 
utility

Circumstances that influence the profitability of a 
decision are referred to as  _______ strategies a payoff matrix states of nature

the marginal utility of 
money states of nature

The marginal utility of money diminishes for a decision 
maker who is ________ a risk seeker risk neutral a risk averter

 ina situation of 
uncertainty. a risk averter

A payoff matrix presents all the information required to 
determine the optimal strategy using the ________

expected value 
criterion

the maximin 
criterion

the utility maximization 
criterion simulation criterion

the maximin 
criterion

A matrix that, for each state of nature and strategy, 
shows the difference between a strategy's payoff and the 
best strategy's payoff is called _______ a maximin matrix

a minimax regret 
matrix a payoff matrix an ecpected utility matrix

a minimax regret 
matrix

The sequence of possible managerial decisions and their 
expected outcome under each set of circumstances can be 
represented and analyzed by using _________

the minimax regret 
criterion  a decision tree a payoff matrix simulation criterion  a decision tree

Which one of these refers to decision making under risk 
with additional information? EVPI EMV Maximax Maximin EVPI
The expected monetary value approach is most 
appropriate when the decision maker is _______ risk averse risk seeking risk neutral risk free risk neutral

States of nature ____________

can describe 
uncontrollable 
natural events such 
as floods or 
freezing 
temperatures

can be selected by 
the decision maker

cannot be enumerated 
by the decision maker

can not describe 
uncontrollable natural 
events 

can describe 
uncontrollable 
natural events such 
as floods or freezing 
temperatures

A payoff  ________
is always measured 
in profit

is always measured 
in cost

exists for each pair of 
decision alternative and 
state of nature

exists for each state of 
nature

exists for each pair 
of decision 
alternative and state 
of nature

A decision tree ___________

presents all decision 
alternatives first and 
follows them with all 
states of nature

presents all states of 
nature first and follows 
them with all decision 
alternatives

alternates the decision 
alternatives and states of 
nature

arranges decision 
alternatives and states of 
nature in their natural
     chronological order

arranges decision 
alternatives and states 
of nature in their 
natural
     chronological order

. Which of the methods for decision making without 
probabilities best protects the decision maker from undesirable 
results? 

the optimistic 
approach 

the conservative 
approach minimum regret minimax regret

the conservative 
approach 

Which of the following criteria is not used for decision making 
under uncertainty? Maxmin Maximax Minimax Minimize expected loss

Minimize expected 
loss

Which of the following criteria is not applicable to decision 

making under risk? Maximize expected returnMaximize return Minimize expected regret

knowledge of likelihood 
occurance of each state of 
nature

knowledge of 
likelihood occurance 
of each state of nature

The minimum expected opportunity loss (EOL) is _________ 
Maximum regret Minimum regret equal to EMV

Minimum and maximum 
regret equal to EMV

The value of the coefficient of optimism is needed while using 
the criterion of _________ equally likely Maximin realism minimax realism
The decision maker's knowledge and experience may influence 
the decision making process when using the criterion of 
_________ Maximax Minimax Maximin realism realism
Which of the following refers to the random(chance) occurance 

that can affect the outcome of an individual's decision? payoff states nature decision criteria states
A graphical method of representing events and course of action 
may be referred to as ________ decision tree decision criterion payoff table strategy decision tree
What will you obtain when you sum the profit for each 
combination of a state and action times the probability of 
occurance of the state?

Expected monetary 
value

Expected opportunity 
loss

Expected value of perfect 
information Expected value strategy

Expected monetary 
value

The utility curve that shows greater utility for larger dollar 
amounts would best represents a ________ risk averter risk netural person risk seeker

There is not enough 
information risk seeker

The utility curve that shows each additional dollar of profit 
yielding the samr value as the previous dollar  would best 
represents a ________ risk averter risk netural person risk seeker

There is not enough 
information risk netural person

Which of the following is correct?
Every decision 
making situation 
involves an equal 
number of course of 
actions and events

Opportunity loss in the 
payoff matrix is also 
called conditional 
payoff

Regret is the amount of 
money suffered for not 
adopting the optimal 
course

Events are also called states 
of nature

Regret is the amount 
of money suffered for 
not adopting the 
optimal course

Which of the following is correct?

A conditional payoff 
table always involves 
orifits

Different criteria for 
making decision under 
risk would always lead 
to the same optimal 
choice

Laplace principle is based 
on the premise ofequally 
likely occurance of 
possible events

Minimax is an optimist's 
choice while minimum is a 
pessimist criterion

Laplace principle is 
based on the premise 
ofequally likely 
occurance of possible 
events

In _____ approach to decision making , the optimum strategy is 
determined using posterion probabilities Laplace Bayesian Dymnamic Simplex Bayesian
_________ is used when sequential decision making is 
involved. Laplace Bayesian Dymnamic Decision tree Decision tree

The EVSI is the _________
Expected value of 
strategic information

Expected value of 
static information

Expected value of state 
information

Expected value of stage 
information

Expected value of 
strategic information

In constructing a tree diagram, decision point is denoted by 
_________ Circle Square Triangle Dot Square

In constructing a tree diagram, event is denoted by _________ Circle Square Triangle Dot Circle 
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A NLP problem with non linear objective function ans linear 
constraints such as NLP is called -----------

Dynamic 
Programming 

Quadratic 
programming Geometric Programming Separable programming

Quadratic 
programming 

In case of maximization of NLPP all the constraints must be 
converted into -------- type strictly less than less than or equal to strictly greater greater than or equal to less than or equal to 
In case of minimization of NLPP all the constraints must be 
converted into -------- type strictly less than less than or equal to strictly greater greater than or equal to

greater than or equal 
to

If the principle minor of bordered ---------- is positive, the 
objective function is convex Hessian matrix Hermitan matrix diagonal matrix identity matrix Hessian matrix
The objective function is _______, if the principle minors of 
borded Hessian matrix alternate in sign, beginning with the 
negative sign. Convex Concave both convex and concave

neither convex nor 
concave Concave

A NLPP is solved using _________
Lagrange 
multipliers Simplex  method Dual simplex method Degeneracy multipliers Lagrange multipliers

A ________of a cenvex function on a convex set is a unique 
global minimum of that function. Local minimum Local maximum weak minimum weak maximum Local minimum 
A local minimum of a cenvex function on a convex set is a 
unique _______ of that function. Local minimum Local maximum global minimum global maximum global minimum

The method of ______multipliers is a systematic way of 
generating the necessary condition for a stationary point Lagrange Cauchy's Euler's Fourier Lagrange
The necessary conditions become sufficient condition for a 
maximum if the objective function is _________ Convex Concave both convex and concave

neither convex nor 
concave Concave

The necessary conditions become sufficient condition for a 
minimum if the objective function is _________ Convex Concave both convex and concave

neither convex nor 
concave Convex

The sign pattern being alternate the stationary point is a 
_________ Local minimum Local maximum global minimum global maximum Local maximum
The sign pattern being always negative, the stationary point 
is ________ Local minimum Local maximum global minimum global maximum Local minimum 
XTQX represents a ___________ Quadratic form Normal form standard form canonical form Quadratic form
XTQX is said to be _______ if XTQX >0 for x≠0 Positive definite negative definite Positive semi definite negative semi definite Positive definite
XTQX is said to be _______ if XTQX < 0 for x≠0 Positive definite negative definite Positive semi definite negative semi definite negative definite

XTQX is said to be _______ if XTQX  ≥ 0 for x≠0 Positive definite negative definite Positive semi definite negative semi definite Positive semi definite

XTQX is said to be _______ if XTQX  ≤  0 for x≠0 Positive definite negative definite Positive semi definite negative semi definite negative semi definite
If  XTQX is positive semi definite then it is ________ Convex Concave Strictly convex Strictly concave Convex
If  XTQX is negative semi definite then it is ________ Convex Concave Strictly convex Strictly concave Concave
If  XTQX is positive definite then it is ________ Convex Concave Strictly convex Strictly concave Strictly convex
If  XTQX is negative definite then it is ________ Convex Concave Strictly convex Strictly concave Strictly concave
The iterative procedure for the solution of a quadratic 
programming problem by ________ Beale's method Fletcher's method

Wolfe's modified 
simplex method Frank - wolfe's method

Wolfe's modified 
simplex method

In _________ method, at each iteration the objective 
function is expressed interms of only the non basic variables Beale's method Fletcher's method

Wolfe's modified 
simplex method Frank - wolfe's method Beale's method

In Beale's method, at each iteration the objective function is 
expressed interms of only the _________ variables basic non basic decision free non basic
In Beale's method, we introduce an additional non basic 
variables is called_______ basic variables state variables decision variables free variables free variables
In an NLPP, if the objective function is _______, the Kuhn - 
Tucker conditions are sufficient conditions for a absolute 
maximum Convex Concave Strictly convex Strictly concave Strictly concave
In an NLPP, if the objective function is Strictly concave, the 
Kuhn - Tucker conditions are sufficient conditions for a 
___________ local maximum weak maximum global maximum absolute maximum absolute maximum
The general NLPP with inequality constraints are usually 
solved using _____ Lagrange condition

Kuhn - Tucker 
condition

Kuhn - Tucker 
condition

which of the following methods of solving a QPP is based 
on modified simplex method? Beale's method Fletcher's method Wolfe's  method Frank - wolfe's method Wolfe's  method
In _______ method , the technique involves partitioning of 
the variables into basic and non basic pools and then using 
results from calculus Beale's method Fletcher's method Wolfe's  method Frank - wolfe's method Beale's method
An optimum solution to an NLPP involving only two 
decision variables can conveniently be determined by 
________ Simplex method dual simplex method Big - M method graphical method graphical method

Quadratic programming concerned with the NLPP of 
optimizing the quadratic objective function subject to _____

Linear inequality 
constraints

Non linear inequality 
constraints

Non linear equality 
constraints No constraints

Linear inequality 
constraints

If  XTQX is ___________ then it is convex Positive definite negative definite Positive semi definite negative semi definite
Positive semi 
definite

If  XTQX is __________ then it is concave Positive definite negative definite Positive semi definite negative semi definite
negative semi 
definite

If  XTQX is __________ then it is strictly convex Positive definite negative definite Positive semi definite negative semi definite Positive definite
If  XTQX is _________ then it is strictly concave Positive definite negative definite Positive semi definite negative semi definite negative definite

XTQX is said to be positive definite if ________ for x≠0 XTQX > 0 XTQX < 0 XTQX ≥ 0  XTQX ≤ 0 XTQX > 0
XTQX is said to be negative definite if _______for x≠0 XTQX > 0 XTQX < 0 XTQX ≥ 0  XTQX ≤ 0 XTQX < 0
XTQX is said to be positive semi definite, if ________for 
x≠0 XTQX > 0 XTQX < 0 XTQX ≥ 0  XTQX ≤ 0 XTQX ≥ 0  
XTQX is said to be negative semi definite if _________ for 
x≠0 XTQX > 0 XTQX < 0 XTQX ≥ 0  XTQX ≤ 0 XTQX ≤ 0
The stationary point is a local maximum, the sign 
pattern being _______ Positive negative alternate zero alternate
The stationary point is a local minimum, the sign 
pattern being always _______ Positive negative alternate zero negative 
_________ is concerned with the NLPP of optimiing 
the objective function subject to linear inequality 
constriants

Quadratic 
programming

Dynamic 
Programming

separable 
programming Geometric programming

Quadratic 
programming

The necessary conditions become sufficient condition 
for a _______ if the objective function is concave Maximum Minimum

both maximum and 
minimum

neither maximum nor 
minimum Maximum

The necessary conditions become sufficient condition 
for a _______ if the objective function is convex Maximum Minimum

both maximum and 
minimum

neither maximum nor 
minimum Minimum

If the principle minors of borded Hessian matrix is 
________, the objective function is convex Positive negative zero non zero Positive 
If the principle minors of borded Hessian matrix is 
positive, the objective function is _______ Convex Concave Strictly convex Strictly concave Convex
In ________ we introduce an additional non basic variables 
is called free variables Beale's method Fletcher's method Wolfe's  method Frank - wolfe's method Beale's method
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