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Scope: On successful completion of this course the learners gain a clear
knowledge about the Integration, Outer Measure and Product Measure etc which
plays an essential role in Operator Theory.

Objectives: To be familiar with the Lebesgue measure, Lebesgue Integral,
differentiation of monotone function and be exposed with measure spaces & L"
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Lebesgue Measure: Introduction — Outer measure — Measurable sets and Lebesgue
Measure — A non measurable set — Measurable set — Measurable functions —
Litttlewood’s three principles.

UNIT 11

The Lebesgue Integral: The Riemann integral — The Lebesgue integral of a
bounded function over a set finite measure — The integral of a non negative
function — The general Lebesgue integral — Convergence in measure.

UNIT I

Differentiation of monotone function, Functions of bounded variation-
differentiation of an integral-Absolute continuity.

UNIT IV

Measure spaces-Measurable functions-Integration-General convergence Theorems.
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Signed measures-The Radon-Nikodym theorem-the L” spaces.
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Lecture
S.No | Hours Topics to be covered Support Materials
(Hr)
Unit-I
1 1 Lebesgue Measure:Introduction
T1: Chapter 3, Pg.n0:54-55
2 1 Outer Measure T1: Chapter 3 ,Pg.no: 56-57
3 1 Problems on outer measure T1: Chapter 3 ,Pg.no: 57-58
4 1 Measurable set- Theorem T1: Chapter 3, Pg.no: 58-59,
R4: Chapter 6, Pg.n0:46-47
5 1 Theorems on measurable set and T1:Chapter 3, Pg.n0:59-61
lebesgue measure
6 1 Theorems on measurable set and T1:Chapter 3, Pg.n0:62-63
lebesgue measure-continuation R4:Chapter 8, Pg.no:106-120
7 1 A non measurable set ,Theorems T1: Chapter 3 ,Pg.no: 64-66
on non measurable set
8 1 Measurable function theorem T1: Chapter 3,Pg.no: 66-68
9 1 Problems on Measurable function | T1: Chapter 3,Pg.no: 69-71
10 1 Littlewood’s three principle T1: Chapter 3 : 72-73,
R1:Chapter , Pg.n0:132-136
11 1 Theorems on Littlewood’s three T1: Chapter 3 : 73-74
principle
12 1 Recapitulation and discussion of
important questions
Total | 12 Hrs
Unit-11
1 1 Lebesgue integral:Riemann T1: Chapter 4, , Pg.no 75-76
Integral
2 1 Lebesgue integral of a bounded T1:Chapter 4, Pg.no : 77-78
function over a set of finite
measure
3 1 Simple function theorem, Bounded | T1: Chapter 4, Pg.no : 78-81
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function theorem

4 1 Theorem on bounded function T1: Chapter 4, Pg.no : 82-83
5 1 Bounded convergence theorem T1: Chapter 4 , Pg.no: 84-85
6 1 Integral of a non negative function | T1: Chapter 4 , Pg.no: 85-86
theorem
7 1 Fatous lemma, Monotone T1: Chapter 4, Pg.no : 86-88
convergence theorem
8 1 Problems on Monotone T1: Chapter 4, Pg.no : 89
convergence
9 1 General Lebesgue integral T1: Chapter 4 , Pg.no: 89-91
10 1 Lebesgue convergence theorem T1: Chapter 4 , Pg.no: 91-93
11 1 Problems on Lebesgue T1: Chapter 4, Pg.no: 93-94
convergence
12 1 Convergence in measure T1: Chapter 4, Pg.no: 95-96
13 1 Theorems on Convergence in R3: Chapter 4 , Pg.no: 90-94
measure
14 1 Recapitulation and discussion of
important questions
Total | 14 Hrs
Unit-111
1 1 Differentiation of monotone T1: Chapter 5, Pg.n0:97-99
function
2 1 Continuation on Differentiation of | T1: Chapter 5, Pg.n0:100-101
monotone function
3 1 Problems on monotone function T1: Chapter 5, Pg.n0:101-102
4 1 Functions of bounded variation T1: Chapter 5, Pg.n0:102-104
5 1 Differentiation of an integral T1: Chapter 5, Pg.n0:105-108
6 1 Absolute continuity T1: Chapter 5, Pg.n0:108-110
7 1 Problems on Absolute continuity T1: Chapter 5, Pg.no:111
8 1 Problems on Absolute continuity R2: Chapter 5, Pg.no:131-
135
9 1 Recapitulation and discussion of
important questions
Total | 9 Hrs
Unit-1V
1 1 Measure spaces T1: Chapter 11,Pg.n0:253-254
2 1 Continuation on Measure spaces T1: Chapter 11,Pg.n0:255-257
3 1 Problems on Measure spaces T1: Chapter 11,Pg.n0:258-259
4 1 Measurable functions T1: Chapter 11,Pg.n0:259-260
5 1 Continuation on Measurable T1: Chapter 11,Pg.n0:261-262
functions
6 1 Problems on Measurable functions | T1: Chapter 11,Pg.n0:262-263
7 1 Integration T1: Chapter 11,Pg.n0:263-264

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE

2



2016 -2018

Lesson Plan | 5. 1

8 1 Problems on Integration T1: Chapter 11,Pg.n0:264-265
9 1 Theorems on Integration T1: Chapter 11,Pg.n0:266-268
10 1 General convergence Theorems T1: Chapter 11,Pg.n0:268-270
11 1 Recapitulation and discussion of
important questions
Total | 11Hrs
Unit-V
1 1 Signed measures T1: Chapter 11,Pg.n0:270-272
2 1 Theorems on Signed measures T1: Chapter 11,Pg.n0:273-275
3 1 Problems on Signed measures T1: Chapter 11,Pg.n0:275-276
4 1 The Radon-Nikodym theorem T1: Chapter 11,Pg.n0:276-278
5 1 Lebesgue decomposition T1: Chapter 11,Pg.n0:278-279
6 1 Problems on Lebesgue T1: Chapter 11,Pg.n0:279-280
decomposition
7 1 Continuation of problems on T1: Chapter 11,Pg.no:281-282
Lebesgue decomposition
8 1 The Lpr spaces T1: Chapter 11,Pg.n0:282-287
9 1 Some theorems on The Lp spaces R4: Chapter 3,Pg.n0:61-63
10 1 Problems on The Lp spaces R4: Chapter 3,Pg.no:64-65
11 1 Recapitulation and discussion of
important questions
12 1 Discussion of previous ESE
question papers
13 1 Discussion of previous ESE
question papers
14 1 Discussion of previous ESE
question papers
Total | 14 Hrs
TEXT BOOK
T1. Royden H.L,2004. Real Analysis, Third Edition, Prentice — Hall of India Pvt.Ltd,
New Delhi.
REFERENCES

R1. Keshwa Prasad Gupta, 2005. Measure Theory, Krishna Prakashan Ltd, Meerut.
R2. Donald L. Cohn, 1994. Measure Theory, United States.
R3. Paul R. Halmos, 1955. Measure Theory, Princeton University Press Dover
Publications.
R4. Rudin W, 1986. Real and Complex Analysis, 3 rd Edition, Mcgraw — Hill, New

Delhi.
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UNIT-I
SYLLABUS

Lebesgue Measure: Introduction — Outer measure — Measurable sets and Lebesgue
Measure — A non measurable set — Measurable set — Measurable functions —
Litttlewood’s three principles.

Lebesgue Measure

Note. We “weigh” an interval by its length when setting up the Riemann integral.
So to generalize the Riemann integral, we desire a way to weigh sets other than

intervals. This weight should be a generalization of the length of an interval.

Note. Since we know an open set is a countable union of disjoint open intervals,
we would define its “weight” (or “measure”) to be the sum of the lengths of the
open intervals which compose it.
Note. We want a function m which maps the collection of all subsets of R, that
is the power set of the reals P(R), into R™ U {0, 00} = [0, 00]. We would like m to

satisfy:
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1. For any interval I, m(I) = €(I) (where ¢(I) is the length of I).

2. For all E on which m is defined and for all y € R, m(E + y) = m(E). That

18, m 18 translation invariant.

I {ER 12, is a sequence of disjoint sets (on each of which, m is defined), then

m(WEy) = > m(Ex). That is, m is countably additive.

4. m is defined on P(R).

Here, and throughout, we use the symbol UJ to indicate disjoint union.
Note. We will see in Section 2.6 that there is not a function satisfying all four

properties. In fact, there is not even a set function satisfying (1), (2), and (4)

for which m (U E;;) = Zm(Ek) for disjoint Ej. (this property is called finite
k=1 k=1

additivity). See Theorem 2.18 for details.
Note. It is “unknown” whether m exists satisfying properties (1), (3), and (4) (if
we assume the Continuum Hypothesis, then there is not such a function).
Note. We will weaken Property (4) and try to find a function defined on as large
a set as possible. We will require (by (3)) that our collection of sets, M, on which
m is defined, be countably additive and therefore M will be a g-algebra.
Problem 2.1. Let m’ be a set function defined on a o-algebra A4 with values in
[0,00]. Assume m’ is countably additive over countable disjoint collections in A.

If A and B are two sets in A with A C B, then m/(A) < m/(B). This is called

monotonicity.
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Proof. First, B\ A = BN A° and since A is a g-algebra (and hence closed under
countable intersections and complements), then B\ A € A. Next, B = (B\ A)JA,
so by the hypothesized Countable Additivity, m/(B) = m/(B \ A) + m/(A) since
B\ A and A are disjoint. Since m’(B\ A) > 0 by hypothesis, then m'(A) < m/(B).
(NOTICE: We could weaken the hypothesis of “o-algebra” to “algebra” and weaken
the hypothesis of “countable additivity” to “finite additivity,” and the result would

still hold.) |

Note. Another property of measure is the following.

Problem 2.3. Let {E;};°, be a countable collection of sets in a o-algebra A on

o0 00

which a countably additive measure m’ is defined. Then m’ (U L k) < Z m;(EA.)_
k=1 k=1

This is called countable subadditivity.

The Riemann integral of a bounded function over a closed, bounded interval is defined
using approximations of the function that are associated with partitions of its domain
into finite collections of subintervals. The generalization of the Riemann integral to the
Lebesgue integral will be achieved by using approximations of the function that are
associated with decompositions of its domain into finite collections of sets which we call
Lebesgue measurable. Each interval is Lebesgue measurable, The richness of the collection
of Lebesgue measurable sets provides better upper and lower approximations of a function,
and therefore of its integral, than are possible by just employing intervais. This leads to a
larger class of functions that are Lebesgue integrable over very general domains and an
integral that has better properties. For instance, under quite general circumstances we will
prove that if a sequence of functions converges pointwise to a limiting function, then the
integral of the limit function is the limit of the integrals of the approximating functions.
In this chapter we establish the basis for the forthcoming study of Lebesgue measurable
functions and the Lebesgue integral: the basis is the concept of measurable set and the
Lebesgue measure of such a set.
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The length £(1) of an interval [ is defined to be the difference of the endpoints of [
if J is bounded, and oc if 7 is unbounded. Length is an example of a set function, that is, a
function that associates an extended real number to each set in a collection of sets. In the
case of length, the domain is the collection of all intervals. In this chapter we extend the set
function length to a large collection of sets of real numbers. For instance, the “length” of an
open set will be the sum of the lengths of the countable number of open intervals of which
it is composed. However, the collection of sets consisting of intervals and open sets is still
too limited for our purposes. We construct a collection of sets called Lebesgue measurable
sets, and a set function of this collection called Lebesgne measure which is denoted by m.

The collection of Lebesgue measurable sets is a o-algebra! which contains all open sets and
all closed sets. The set function m possesses the following three properties.

The measure of an interval is its length Each nonempty interval I is Lebesgue mea-
surable and

m(l)=£(1).

Measure is translation invariant If E is Lebesgue measurable and y is any number, then
the translate of E by y, E + y = {x + y| x € E}, also is Lebesgue measurable and

m(E+y) =m(E).
Measure is countably additivity over countable disjoint unions of sets’ If {E;}, is a

countable disjoint collection of Lebesgue measurable sets, then

m(fj Ek) = $ m(ew)

k=1 k=1
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It is not possible to construct a set function that possesses the above three properties
and is defined for all sets of real numbers (see page 48). In fact, there is not even a set function
defined for all sets of real numbers that possesses the first two properties and is finitely
additive (see Theorem 18). We respond to this limitation by constructing a set function on a
very rich class of sets that does possess the above three properties. The construction has two
stages.

We first construct a set function called ounter—measure, which we denote by m*. It
is defined for any set, and thus, in particular, for any interval. The outer measure of an
interval is its length. Outer measure is translation invariant. However, outer measure is not
finitely additive. But it is countably subadditive in the sense that if {E; )72, 1s any countable
collection of sets, disjoint or not, then

m*(fj Ek) < § m*(Ek).
k=1 k=t

The second stage in the construction is to determine what it means for a set to be Lebesgue
measurable and show that the collection of Lebesgue measurable sets is a c-algebra
containing the open and closed sets. We then restrict the set function m* to the collection
of Lebesgue measurable sets, denote it by m, and prove m is countably additive. We call m
Lebesgue measure.

LEBESGUE OUTER MEASURE

Let I be a nonempty interval of real numbers. We define its length, £(I), to be oo if I is
unbounded and otherwise define its length to be the difference of its endpoints. For a set
A of real numbers, consider the countable collections {I;}7° , of nonempty open, bounded
intervals that cover A, that is, collections for which A C U2, Ii. For each such collection,
consider the sum of the lengths of the intervals in the collection. Since the lengths are positive
numbers, each sum is uniquely defined independently of the order of the terms. We define
the outer measure’® of A, m*(A), to be the infimum of all such sums, that is

k

Il
—

m*(4) =inf{§f(m

It follows immediately from the definition of outer measure thatm*(#) = 0. Moreover, since
any cover of a set B is also a cover of any subset of B, outer measure is monotone in the

sense that

if AC B, thenm*(A) <m*(B).
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Example A countable set has outer measure zero. Indeed, let C be a countable set
enumerated as C = {¢;}2 . Let e>0. For each natural number &, define I, = (cx—¢/2X*1, ¢+
€/2**1). The countable collection of open intervals {/;}$°, covers C. Therefore

oo

0<m*(C) < § UL) =Y e/ =¢
k=1 k=1

This inequality holds for each € > 0. Hence m*( E) = 0.

Proposition 1 The outer measure of an interval is its length.

Proof We begin with the case of a closed, bounded interval [a, b]. Let € > 0. Since the open
interval (a — ¢, b+ €) contains [a, b] we have m*([a, b]) < £((a—¢, b+€)) = b—a+2¢ This
holds for any € > 0. Therefore m*([a, b]) < b— a. It remains to show that m*([a, #]) > b—a.
But this is equivalent to showing that if (I;}{°, is any countable collection of open, bounded
intervals covering [a, b], then

ififk]:_’b-“ﬂv (1)
k=1

By the Heine-Borel Theorem, any collection of open intervals covering [a, b] has a finite
subcollection that also covers [a, b]. Choose a natural number n for which {I;};_, covers
[a. b]. We will show that

3 t(l) = b~a, @)
k=1

and therefore (1) holds. Since a belongs to Uj_, I, there must be one of the I;’s that contains
a. Select such an interval and denote it by (ay, b1 ). We have a; <a <b. If by = b, the
inequality (2) is established since

i
Sth)zb—a>b-a
k=1
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Otherwise, by €[a, b), and since by ¢ (ay, by ), there is an interval in the collection {f;}}_;,
which we label (ay, b7 ), distinct from (a3, by ), for which b; € (4, by ); that 1s, ap < by < bs.
If b, = b, the inequality (2) is established since

SUEI) = (b — o)+ (b —3) = by — (i = B) ~ 8, 5~ S b—a
k=1

We continue this selection process until it terminates, as it must since there are only n
intervals in the collection {;}7_,. Thus we obtain a subcollection {(ax, be)) f= 1 of {Ie};_, for
which

a < d,

while
Mg <hforl<k=<N-1,
and, since the selection process terminated,
by > b.

Thus
n N

D L) = D e((ai bi))

k=1 k=1
= (bv—an)+ (bv-1 —an-1) +- + (b1 — @)
=by—(an=by_1)—...— (@ =b1) -

>by—ay>b—a.
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Thus the inequality (2) holds.

If I is any bounded interval, then given ¢ > 0, there are two closed, bounded intervals
Jy and 5 such that
SCICh
while
{(I)—e<f(Jy)and £( ) < £(I)+e.
By the equality of outer measure and length for closed, bounded intervals and the mono-
tonicity of outer measure,

D) —e<t(N)=m*(N) =m™(I) <m*(h)=L(L) <) +e

This holds for each € > 0. Therefore £(1) = m*(I).

If I is an unbounded interval, then for each natural number n, there is an interval J C T
with £(J) = n. Hence m*(I) = m*(J) = £(J) = n. This holds for each natural number n.
Therefore m*(1) = oo. ' O

Proposition 2 OQuter measure is translation invariant, that is, for any set A and number y,
m*(A+y)=m*"(A).

Proof Observe that if {7;]72, is any countable collection of sets, then {/; }{2, covers A if and
only if {I; + y}}2, covers A + y. Moreover, if each I, is an open interval, then each I + y is
an open interval of the same length and so

§ (L) = if(fk +y).
i=1

k=1

The conclusion follows from these two observations. |

Propesition 3 Outer measure is countably subadditive, that is, if {Ex);2, is any countable
collection of sets, disjoint or not, then

m"(G Ek) < § m*(Ey).

k=1 k=1

Proof If one of the E;’s has infinite outer measure, the inequality holds trivially. We
therefore suppose each of the Ej’s has finite outer measure. Let € > 0. For each natural
number k, there is a countable collection {I;;}?°; of open, bounded intervals for which

(v 0] o 5]
E};EU I ; and E E{Ik.f) <m*(E,)+ E,x"lzk.

f:l J'=]
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Now {Ii i}1<k i<co 18 @ countable collection of open, bounded intervals that covers |2, Ej:
the collection is countable since it is a countable collection of countable collections. Thus,
by the definition of outer measure,

(U ) < 3 = [fzuk.,-]]

k=1 1 <k,i<o0 k=1 |i=1
25 [m*(Ek) + EkaJ
k=1
oo
= |3 m*(Ex)|+e
k=1
Since this holds for each e > 0, it also holds for € = 0. The proof is complete. O

If {EL}}_, 1s any finite collection of sets, disjoint or not, then

m"(U EI:) < > m*(E).
k=1 k=1

This finite subadditivity property follows from countable subadditivity by taking E; = ¢
for k > n.

LEBESGUE MEASURABLE SETS

Outer measure has four virtues: (i) it is defined for all sets of real numbers, (ii) the outer
measure of an interval is its length, (iii) outer measure is countably subadditive, and (iv)
outer measure is translation invariant. But outer measure fails to be countably additive. In
fact, it is not even finitely additive (see Theorem 18): there are disjoint sets A and B for
which

m*(AU B) <m*(A) +m*(B). 3)

To ameliorate this fundamental defect we identify a ¢-algebra of sets, called the
Lebesgue measurable sets, which contains all intervals and all open sets and has the property
that the restriction of the set function outer measure to the collection of Lebesgue measurable
sets is countably additive. There are a number of ways to define what it means for a set to be
measurable.” We follow an approach due to Constantine Carathéodory.
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Definition A set E is said to be measurable provided for any set A,°
m*(A) =m*(ANE) +m*(ANEC).

We immediately see one advantage possessed by measurable sets, namely, that the
strict inequality (3) cannot occur if one of the sets is measurable. Indeed, if, say, A is
measurable and B is any set disjoint from A, then

m*(AUB) =m*([AUB]NA)) +m*([AUB)NA®) =m*(A) +m*(B).

Since, by Proposition 3, outer measure is finitely subadditive and A = [ANE]U[ANEC],
we always have

m*(A) <m*(ANE)+m*(ANE®).
Therefore E is measurable if and only if for each set A we have
m*(A)>m*(ANE)+m* (AN E). (4)

This inequality trivially holds if m*( A) = oo. Thus it suffices to establish (4) for sets A that
have finite outer measure.

Observe that the definition of measurability is symmetric in E and E€, and therefore
a set is measurable if and only if its complement is measurable. Clearly the empty-set @ and
the set R of all real numbers are measurable.

Proposition 4 Any set of outer measure zero is measurable. In particular, any countable set
is measurable.

Proof Let the set E have outer measure zero. Let A be any set. Since
ANECEand ANECCA,
by the monotonicity of outer measure,
m*(ANE) <m*(E)=0andm*(AN E°) < m*(A).
Thus,
m*(A) > m*(ANES) =04+ m*(ANES) =m*(ANE)+m*(ANE"),

and therefore F is measurable. M
Proposition 5 The union of a finite collection of measurable sets is measurable.

Proof As a first step in the proof, we show that the union of two measurable sets E; and E;

is measurable, Let A be any set. First using the measurability of Ey, then the measurability
of E;, we have

m*(A)=m*(ANE;)+m*(ANEf)

= m*(ANE;)+m*([ANETINE; )+m*([ANES]NES).
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There are the following set identities:
[ANESINES = AN[E; U B3)°

and
[ANEJU[ANES N Ey)] = AN[EL U Ey].

We infer from these identities and the finite subadditivity of outer measure that

m*(A)=m*(ANE) +m*([ANES]NEy) + m*([AN ES] N ES)
=m*(ANE) +m*([AN ES]N E2) + m*(AN[E; U E2]°)

> m*(AN[E, U E]) +m*(AN[EL U Ey]°).

Thus E; U E3 is measurable.

Now let {Ex}§_, be any finite collection of measurable sets. We prove the measurability
of the union | J}_, Ey, for general n, by induction. This is trivial for n = 1. Suppose it is true
for n — 1. Thus, since

" n—1
|J Ex = [|J Ex|VE,,
k=1 k=1
and we have established the measurability of the union of two measurable sets, the set
\Ui_; Ex is measurable, ]

Proposition 6 Let A be any set and (E,}}_, a finite disjoint collection of measurable sets.

Then
m* (A n

m* (L"J Ek) = i m*( Ey).
k=1

k=1

] = im*{ﬁﬂ Ey).

k=1

U &
k=1

In particular,

Proof The proof proceeds by induction on n. It is clearly true for n = 1. Assume it is true
for n — 1. Since the collection {E}}}_, is disjoint,

An|ioEk nE;u:AﬂEn'
k=1
and
n n—1
AN\JE(NES =ANn | Ex

Hence, by the measurability of E,, and the induction assumption,
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K n—1
m*lAN|U E||=m*(ANE,)+m* | AN|U E
k=1 k=1
n—1
=m*(ANE,)+ > m*(ANE)
k=1
n
= > m*(ANEy).

k=1
A collection of subsets of R is called an algebra provided it contains R and is closed
with respect to the formation of complements and finite unions; by De Morgan’s Identities,
such a collection is also closed with respect to the formation of finite intersections. We infer
from Proposition 5, together with the measurability of the complement of a measurable set,
that the collection of measurable sets is an algebra. It is useful to observe that the union of
a countable collection of measurable sets is also the union of a countable disjoint collection

of measurable sets. Indeed, let {A;}72, be a countable collection of measurable sets. Define
A| = Ay and for each k > 2, define

k-1
Ai = Ay~ U A;.
i=1

Since the collection of measurable sets is an algebra, {A}}72, is a disjoint collection of
measurable sets whose union is the same as that of {A4;}? .

Proposition 7 The union of a countable collection of measurable sets is measurable.
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Proof Let E be the union of a countable collection of measurable sets. As we observed above,
there is a countable disjoint collection of measurable sets (E¢ )2, for which E = U2, E;.
Let A be any set. Let n be a natural number. Define F, = J]_; E. Since F, is measurable
and F¢ D EF,

m*(A) =m*(ANF,)+m*(ANFS) = m*(ANF,) +m*(ANEC).

By Proposition 6,

n
m*(ANF,) =Y m*(ANE).
k=1

Thus

m*(A) = i m*(AN E;)+m*(ANEC).
=1

The left-hand side of this inequality is independent of n. Therefore
[s.9]

m*(A)> S m* (AN Ey) +m*(A n EC).
k=1

Hence, by the countable subadditivity of outer measure,

m*(A) > m*(AﬂE)+m*(AﬂEC).

Thus E is measurable. d

A collection of subsets of R is called an o-algebra provided it contains R and is
closed with respect to the formation of complements and countable unions; by De Morgan’s
Identities, such a collection is also closed with respect to the formation of countable
intersections. The preceding proposition tells us that the collection of measurable sets is a

o-algebra.
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Proposition 8 Every interval is measurable.

Proof As we observed above, the measurable sets are a o-algebra. Therefore to show that
every interval is measurable it suffices to show that every interval of the form (a, o) is
measurable (see Problem 11). Consider such an interval. Let A be any set. We assume a does

not belong to A, Otherwise, replace A by A ~ (a}, leaving the outer measure unchanged. We
must show that

m* (A1) +m*(Az) <m*(A), (5)
where

Ai=AN(-o0,a)and Ay = AN(a,00).

By the definition of m*( A) as an infimum, to verify (5) it is necessary and sufficient to show
that for any countable collection {/;}7?; of open, bounded intervals that covers A,

m*(Ar) +m*(Az) < §£(Ik)- (6)

Indeed, for such a covering, for each index k, define
L =L N(-00,a)and I} = I; N (a,00)

Then I; and I}/ are intervals and

€(Ir) = &(L) + &(1y).

Since {1, )32, and {I}}?2, are countable collections of open, bounded intervals that cover A
and Aj, respectively, by the definition of outer measure,

M8

o0
m*(A1) < Y €(1;) and m*(A) 52

k=1

1l

Therefore . "
m*(A1) +m*(Ay) < kzlf(f,’() + Elf( ).
= Z) + ()
o0
= 3 (k).
k=1
Thus (6) holds and the proof is complete. |
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Every open set is the disjoint union of a countable collection of open intervals.” We
therefore infer from the two preceding propositions that every open set is measurable. Every
closed set is the complement of an open set and therefore every closed set is measurable.
Recall that a set of real numbers is said to be a G5 set provided it is the intersection of
a countable collection of open sets and said to be an F, set provided it is the union of a
countable collection of closed sets. We infer from Proposition 7 that every G5 set and every
F,; setis measurable.

The intersection of all the o-algebras of subsets of R that contain the open sets is a
o-algebra called the Borel o-algebra; members of this collection are called Borel sets. The
Borel o-algebra is contained in every o-algebra that contains all open sets. Therefore, since
the measurable sets are a g-algebra containing all open sets, every Borel set is measurable.
We have established the following theorem.

Theorem 9 The collection M of measurable sets is a o-algebra that contains the o-algebra

B of Borel sets. Each interval, each open set, each closed set, each G set, and each F, set is
measurable.

Proposition 10 The translate of a measurable set is measurable.

Proof Let E be a measurable set. Let A be any set and y be a real number. By the
measurability of E and the translation invariance of outer measure,

m*(A) = m*(A—y)=m*([A— y| N E) +m*([A —yIN EC)

=m*(AN[E+y])+ m*(A N[E+ y]C) :
Therefore E + y is measurable. U

NONMEASURABLE SETS

We have defined what it means for a set to be measurable and studied properties of the
collection of measurable sets. It is only natural to ask if, in fact, there are any sets that fail to
be measurable. The answer is not at all obvious.

We know that if a set E has outer measure zero, then it is measurable, and since any
subset of E also has outer measure zero, every subset of E is measurable. This is the best that
can be said regarding the inheritance of measurability through the relation of set inclusion:
we now show that if E is any set of real numbers with positive outer measure, then there are
subsets of E that fail to be measurable.
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Lemma 16 Let E be a bounded measurable set of real numbers. Suppose there is a bounded,

countably infinite set of real numbers A for which the collection of translates of E, {A+ E}) e,
is disjoint. Then m(E) = 0.

Proof The translate of a measurable set is measurable. Thus, by the countable additivity of
measure over countable disjoint unions of measurable sets,

Ael AeA

m {U (A+ E)] = > m(A+E). (15)

Since both E and A are bounded sets, the set|UJ), - A(A+ E) alsois bounded and therefore has
finite measure. Thus the left-hand side of (15) is finite. However, since measure is translation
invariant, m(A + E) = m(E) > 0 for each A € A. Thus, since the set A is countably infinite
and the right-hand sum in (15) is finite, we must have m(E) = 0. Ol
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For any nonempty set E of real numbers, we define two points in E to be rationally
equivalent provided their difference belongs to Q, the set of rational numbers. It is easy tosee
that this is an equivalence relation, that is, it is reflexive, symmetric, and transitive. We call it
the rational equivalence relation on E. For this relation, there is the disjoint decomposition
of E into the collection of equivalence classes. By a choice set for the rational equivalence
relation on E we mean a set Cg consisting of exactly one member of each equivalence class.
We infer from the Axiom of Choice!® that there are such choice sets. A choice set Cg is
characterized by the following two properties:

(1) the difference of two points in Cg, is not rational;
(ii) for each point x in E, there is a point ¢ in Cg for which x = ¢ + g, with g rational.

This first characteristic property of Cr may be conveniently reformulated as follows:
For any set AC Q, {A+ Cg}c is disjoint. (16)

Theorem 17 (Vitali) Any set E of real numbers with positive outer measure contains a subset
that fails to be measurable.

Proof By the countable subadditivity of outer measure, we may suppose E is bounded. Let
Cr be any choice set for the rational equivalence relation on E. We claim that Cg is not
measurable. To verify this claim, we assume it is measurable and derive a contradiction.

Let Ay be any bounded, countably infinite set of rational numbers. Since Cg is
measurable, and, by (16), the collection of translates of Cx by members of A is disjoint, it
follows from Lemma 16 that m(Cg) = 0. Hence, again using the translation invariance and
the countable additivity of measure over countable disjoint unions of measurable sets,

m||JA+Ce)| = Y m(A+Cg)=0.
Aely Aely
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To obtain a contradiction we make a special choice of Ag. Because E is bounded it is
contained in some interval [-b, b]. We choose

Ao = [~2b, 2] N Q.

Then Ay is bounded, and is countably infinite since the rationals are countable and dense.!!
We claim that
EC |J (A+Ce) (17)
Ae[~25,26]0Q

Indeed, by the second characteristic property of Cg, if x belongs to E, there is a number ¢ in
the choice set C for which x = ¢ + ¢ with g rational. But x and ¢ belong to [—b, b], so that g
belongs to [-2b, 2b]. Thus the inclusion (17) holds. This is a contradiction because E, a set
of positive outer measure, is not a subset of a set of measure zero. The assumption that Cg
is measurable has led to a contradiction and thus it must fail to be measurable. O

Theorem 18 There are disjoint sets of real numbers A and B for which
m* (AUB)<m*(A) +m*(B).

Proof We prove this by contradiction. Assume m*(A U B) = m*(A) + m*(B) for every
disjoint pair of sets A and B. Then, by the very definition of measurable set, every set must
be measurable. This contradicts the preceding theorem. O

Lebesque Measurable Functions

All the functions considered in this chapter take values in the extended real numbers, that
is, the set R U {+o0}. Recall that a property is said to hold almost everywhere (abbreviated
a.e.) on a measurable set E provided it holds on E ~ Ey, where Ej is a subset of E for which
m(Ey) = 0.

Given two functions k and g defined on E, for notational brevity we often write “h < g
on E” to mean that k(x) < g(x) for all x € E. We say that a sequence of functions { f,} on E
is increasing provided f; < f,+1 on E for each index n.
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Proposition 1 Let the function [ have a measurable domain E. Then the following statements
are equivalent:

(i) For each real number c, the set (x € E| f(x) > c} is measurable.
(ii) For each real number c, the set {x € E| f(x) = c} is measurable.
(iii) For each real number c, the set {x € E | f(x) < ¢) is measurable.
(iv) For each real number c, the set (x € E | f(x) < ¢} is measurable.

Each of these properties implies that for each extended real number c,

theset {xe E| f(x)=c} is measurable.

Proof Since the sets in (i) and (iv) are complementary in E, as are the sets in (ii) and (iii), and
the complement in £ of a measurable subset of E is measurable, (i) and (iv) are equivalent,
as are (ii) and (iii).

Now (i) implies (ii), since
{xeE| f(x) ac}zﬁ{xEE | f(x)>c—1/k},

and the intersection of a countable collection of measurable sets is measurable. Similarly,
(i) implies (i), since

{xeE| f(x)}c}=g{xeﬁ| f(x) = c+1/k},

and the union of a countable collection of measurable sets is measurable.

Thus statements (i)—(iv) are equivalent. Now assume one, and hence all, of them hold.
If ¢ is a real number, (x e E| f(x) =c} = (x€ E| f(x)) = ¢} N{x€ E| f(x) < ¢}, 50 f1(c)
is measurable since it is the intersection of two measurable sets. On the other hand, if ¢ is
infinite, say ¢ = 00,

{xEE' f{x}:m}:ﬁ{xEE| f(x]}k}

k=1
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s0 f~1{00) is measurable since it is the intersection of a countable collection of measurable
sets. O

Definition An extended real-valued function f defined on E is said to be Lebesgue measur-
able, or simply measurable, provided its domain E is measurable and it satisfies one of the
four statements of Proposition 1.

Proposition 2 Let the function f be defined on a measurable set E. Then f is measurable if
and only if for each open set O, the inverse image of © under f, f~1(O) = (x€ E| f(x) € O},
is measurable.

Proof If the inverse image of each open set is measurable, then since each interval (c, 0o)
is open, the function f is measurable. Conversely, suppose f is measurable. Let O be open.
Then! we can express O as the union of a countable collection of open, bounded intervals
{I}{2, where each I; may be expressed as By N Ay, where By = (—o0, by ) and Ay = (a, 00).
Since f is a measurable function, each f~1(B;) and f~!(A;) are measurable sets. On the
other hand, the measurable sets are a o-algebra and therefore ;s () is measurable since

(e-u]
By Ay
k=1

o0

= 771 (BN (A, 0

k=1

f(oy=f"

The following proposition tells us that the most familiar functions from elementary
analysis, the continuous functions, are measurable.

Proposition 3 A real-valued function that is continuous on its measurable domain is
measurable.

Proof Let the function f be continuous on the measurable set E. Let O be open. Since f
is continuous, f~1(?) = ENU, where U is nt)g;-en.2 Thus f~1(©), being the intersection
of two measurable sets, is measurable. It follows from the preceding proposition that f is
measurable. O

A real-valued function that is either increasing or decreasing is said to be monotone.
We leave the proof of the next proposition as an exercise (see Problem 24).
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Proposition 4 A monotone function that is defined on an interval is measurable.

Proposition 5 Let f be an extended real-valued function on E.

(i) If f is measurable on E and f = g a.e. on E, then g is measurable on E,

(if) For a measurable subset D of E, f is measurable on E if and only if the restrictions of
f to D and E ~ D are measurable.

Proof First assume f is measurable. Define A = {x € E| f(x) # g(x)}. Observe that
{xeE| gx)>c}={xeA| g(x) :=~c}U[{xEE| f(x)>c} r“l[Eva]]

Since f = g a.e.on E, m(A) = 0. Thus {x € A|g{x) > ¢} is measurable since it is a subset
of a set of measure zero. The set (x€ E| f(x) > ¢} is measurable since f is measurable
on E. Since both E and A are measurable and the measurable sets are an algebra, the set
{x € E| g(x) > c} is measurable. To verify (ii), just observe that for any c,

{x€E| f(x)>c}={xeD| f(x)>c}u{xeE~D| f(x)>c}

and once more use the fact that the measurable sets are an algebra. U]

The sum f + g of two measurable extended real-valued functions f and g is not
properly defined at points at which f and g take infinite values of opposite sign. Assume f
and g are finite a.e. on E. Define Ej to be the set of points in E at which both f and g are
finite. If the restriction of f + g to Eg is measurable, then, by the preceding proposition, any
extension of f + g, as an extended real-valued function, to all of E also is measurable. This
is the sense in which we consider it unambiguous to state that the sum of two measurable
functions that are finite a.e. is measurable. Similar remarks apply to products. The following
proposition tells us that standard algebraic operations performed on measurable functions
that are finite a.e. again lead to measurable functions

Theorem 6 Let f and g be measurable functions on E that are finite a.e. on E.
(Linearity) For any a and B,
af + Bg is measurable on E.

(Products)
fe is measurable on E,
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Proof By the above remarks, we may assume f and g are finite on all of E. If & = 0, then
the function « f also is measurable. If « #0, observe that for a number ¢,

{x€E| af(x)>c} ={xeE| f(x)>cfa} ifa>0
and
{xeE| af(x)>c}={xeE| f(x)<c/a}ifa<O.

Thus the measurability of f implies the measurability of a f. Therefore to establish linearity
it suffices to consider the case thata =g =1.

ForxeE, if f(x)+ g(x) <c,then f(x) <c— g(x) and so, by the density of the set of
rational numbers Q in R, there is a rational number g for which

f(x) <q<c—g(x)

Hence

{xeE| f{x)+g(x}{c}=L(J]{xEE| g(x)<c—q}n{xeE| f(x)<q}.
ge

The rational numbers are countable. Thus {x € E | f(x) + g(x) < ¢} is measurable, since it is
the union of a countable collection of measurable sets. Hence f 4+ g is measurable.

To prove that the product of measurable functions is measurable, first observe that

feg= %[(J“rg)z— e}

Thus, since we have established linearity, to show that the product of two measurable
functions is measurable it suffices to show that the square of a measurable function is
measurable. For ¢ = (0,

(x€E| fA(x)>c)={xeE| f(x) > c}U{x€E| f(x) < =)

while for ¢ <0,
(xeE| fA(x)>c}=E.

Thus f2 is measurable. O
Many of the properties of functions considered in elementary analysis, including con-

tinuity and differentiability, are preserved under the operation of composition of functions.
However, the composition of measurable functions may not be measurable.

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 22/25




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: I MSC MATHS COURSE NAME: MEASURE THEORY
COURSE CODE: 16MMP401 UNIT: I BATCH-2016-2018

Example There are two measurable real-valued functions, each defined on all of R, whose
composition fails to be measurable. By Lemma 21 of Chapter 2, there is a continuous, strictly
increasing function  defined on [0, 1] and a measurable subset A of [0, 1] for which y(A)
is nonmeasurable. Extend ¢ to a continuous, strictly increasing function that maps R onto
R. The function ! is continuous and therefore is measurable, On the other hand, A is a
measurable set and so its characteristic function y4 is a measurable function. We claim that

the composition f = y4 o4~ is not measurable. Indeed, if / is any open interval containing
1 but not 0, then its inverse image under f is the nonmeasurable set ( A).

Despite the setback imposed by this example, there is the following useful proposition
regarding the preservation of measurability under composition (also see Problem 11).

Proposition 7 Let g be a measurable real-valued function defined on E and f a continuous
real-valued function defined on all of R. Then the composition f o g is a measurable function
on E.

Proof According to Proposition 2, a function is measurable if and only if the inverse image
of each open set is measurable. Let O be open. Then

(Fo8)™'(0)=g7'(f7(O)).

Since f is continuous and defined on an open set, the set i = f~1(O) is open.} We infer
from the measurability of the function g that g~ (Z{) is measurable. Thus the inverse image
(f  g)~1(©) is measurable and so the composite function f o g is measurable. |

An immediate important consequence of the above composition result is that if f is
measurable with domain E, then | f| is measurable, and indeed

| f|” is measurable with the same domain E for each p > 0,
For a finite family { fi};_, of functions with common domain E, the function

max{fi,..., fa}
is defined on E by
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max{fi, ..., fu}(x) =max{fi(x),.... fu(x)} for x E.

The function min{fi, ..., fy} is defined the same way.

Proposition 8 For a finite family { fi};_; of measurable functions with common domain E,
the functions max{f, ..., fytand min{fy, ..., f,}also are measurable.

Proof For any c, we have

{xeE| max{fi,..., fn}(x}:sc}:[j{xe.ﬂ fe(x)>c}

k=1

so this set is measurable since it is the finite union of measurable sets. Thus the function

max{ fi,.... f.}is measurable. A similar argument shows that the function min{fi, ..., fu}
also is measurable. O

For a function f defined on E, we have the associated functions | f|, £, and f~ defined
on E by

|£1(x) = max{f(x), —f(x)}, f*(x)=max{f(x),0}, f~(x)=max{-f(x),0}
If f is measurable on E, then, by the preceding proposition, so are the functions |f], f¥,

and f~. This will be important when we study integration since the expression of f as the
difference of two nonnegative functions,

f=ft-f onE
plays an important part in defining the Lebesgue integral.
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POSSIBLE QUESTIONS

1. Prove that outer measure of an interval is its length.
2. Prove that the collection M of measurable set is a - algebra.
3. (1) Prove that the interval (a,) is measurable.
(i) Prove that [0,1] is not countable.
4. If fbe an extended real valued function whose domain is measurable. Then prove that
the following statements are equivalent
(1) For each real number a the set {x/ f(x) > a}is measurable.
(i1) For each real number a the set {x/ f(x) >a}is measurable.
(ii1) For each real number a the set {x/ f(x)< a}is measurable.
(iv) For each real number a the set {x/ f(x) <a}is measurable.
These statements are imply for each extended real number a the set { x/ f(x)=oo}is
measurable.
5. If ‘¢’ be a constant and f and g two measurable real valued function defined on the
same domain.Then prove that the function f+c, cf ,f+g ,g-f and fg are also measurable.
6. State and prove Little wood’s three principles.
7. (i)If fis an measurable function and f = g a.e then g is measurable.
(ii) Define (a) Almost everywhere (b) Simple function (c) Characterstic function
(d) Little wood’s principle.
8. If {fn} be a sequence of measurable functions.Then the functions sup { f1, f.,. fa },
9.1) If m*(E) = 0 then E is measurable.
i) If E1 & E> are measurable, so is E1UE.
10.Prove that every borel set is measurable, inparticular each open set and each closed set
is measurable.
11. If {Ei}be an infinite decreasing sequence of measurable sets. (ie) A sequence with
En+1 cEn for each A and mE be finie. Then m(N;Z, Ei) = 113_1)1010 mEn.
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UNIT -1

PART A (20x1=20 Marks)

(Question Nos. 1 to 20 Online Examinations)
Possible Questions

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
If a and B are two setsin M with AIB, then MA<MB translationinvari
thisproperty is called................... Additivity subadditivity =~ monotonicity  |ant monotonicity
The outer measure of an interval is
1S Length measure endpoints sistance Length
If A is countable then m*A=............ 10 -2 -10
The set [0,1]1s......ccvtents Not countable countable un countable measurable Not countable
Ifm*E=0thenEis..................... outer measure measurable borel set o - algebra measurable
The complement of a measurable set is.................. countable set o - algebra borel set measurable measurable
The collection M of measurable setsis....................... o - algebra measurable countable set borel set o - algebra
Every...oooovviiiiiii. is measurable. o - algebra borel set countable set  open set borel set
The union of a countable collection of mesurable sets outer measurable
1S eiiiiiinnnnns set o - algebra borel set measurable measurable
Every borel Set is measurable set then the converse? not true not false partially true  partially false  not true
Any element in borel algebra B is called.................. measurable set borel set o - algebra borel space borel set
The intersection of any collection of closed sets is
.................. measure set open sub set closed closed
The union of any finite collection of
................................ is closed. measure set closed set sub set open set closed set
The set of rational numbers is the union of a countable
collection of closed set s each of which contains
exactly.......oooiiiii number. Zero finite one infinite one
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A set which is a countable unionof .................... is

called an F sub set closed set measure set open set closed set

A Setwhichisa ..............ooooa. of closed sets is countble

called an F countable union intersection union intersection countable union
The intersection of a countable collection

o) is callled an G closed seet subset open set measue set open set

Every isolated set of real numberis ..................... finite uncountable infinite countable countable

The collection B of borel set is the smallest c- algebra

which contains all of the..................... subset closed set measure set open set open set

If A and B are two sets in whit ACB

Jthen..................... A > B mA > mB mA <mB mA=mB mA <mB

The sum of the lenghts of the finite subcollection is

........................... the sum of the lengths of the original

collection. no less than less than no greater than = greater than no greater than
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UNIT-I1
SYLLABUS

The Lebesgue Integral: The Riemann integral — The Lebesgue integral of a
bounded function over a set finite measure — The integral of a non negative
function — The general Lebesgue integral — Convergence in measure.

Lebesgue Integration

We now turn to our main object of interest in Part I, the Lebesgue integral. We define this
integral in four stages. We first define the integral for simple functions over a set of finite
measure. Then for bounded measurable functions f over a set of finite measure, in terms of
integrals of upper and lower approximations of f by simple functions. We define the integral
of a general nonnegative measurable function f over E to be the supremum of the integrals
of lower approximations of f by bounded measurable functions that vanish outside a set of
finite measure; the integral of such a function is nonnegative, but may be infinite. Finally,
a general measurable function is said to be integrable over E provided |, elfl <oo. We
prove that linear combinations of integrable functions are integrable and that, on the class
of integrable functions, the Lebesgue integral is a monotone, linear functional. A principal
virtue of the Lebesgue integral, beyond the extent of the class of integrable functions, is
the availability of quite general criteria which guarantee that if a sequence of integrable
functions { f,} converge pointwise almost everywhere on E to f, then

tim [ fu= [ tlim 5= [ 7.
We refer to that as passage of the limit under the integral sign. Based on Egoroff’s
Theorem, a consequence of the countable additivity of Lebesgue measure, we prove
four theorems that provide criteria for justification of this passage: the Bounded Convergence

Theorem, the Monotone Convergence Theorem, the Lebesgue Dominated Convergence
Theorem, and the Vitali Convergence Theorem.
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THE RIEMANN INTEGRAL

We recall a few definitions pertaining to the Riemann integral. Let f be a bounded real-
valued function defined on the closed, bounded interval [a, b). Let P = {xp, x,...,x,} be a
partition of [a, b, that is,

A=X<x1<...<Xxs=h

Define the lower and upper Darboux sums for f with respect to P, respectively, by

L(f, P)= imi (X —x-1)

i=l
and “
' U(f, P]=%M.—-{xs—xf-1}.

where,! for1 <i <n,

m;=i_tlf{f(:c}| Xi_1 fix{x,-} and M; = sup {f(x)| Xi_1 {I{x.’}‘
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We then define the lower and upper Riemann integrals of f over [a, b], respectively, by

(R)fbf=sup {L(f, P)| Papartition of [a, b]}

and
(R}fbf= inf {U(f, P)| Pa partition of [a, b]}.

Since f is assumed to be bounded and the interval [a, ] has finite length, the lower and
upper Riemann integrals are finite. The upper integral is always at least as large as the lower
integral, and if the two are equal we say that f is Riemann integrable over [a, b]* and call
this common value the Riemann integral of f over [a, b]. We denote it by

fmff

to temporarily distinguish it from the Lebesgue integral, which we consider in the next
section.

A real-valued function ¢ defined on [a, b] is called a step function provided there is a
partition P = [xg, xy, ..., x,) of [a, b] and numbers ¢y, ..., ¢, such that for1 <i <n,
V(x)=cifx; 1 <x<x.

Observe that

L(#, P) =, ci(xi —xi—1) = U(¥, P).

From this and the definition of the upper and lower Riemann integrals, we infer that a step
function ¢ is Riemann integrable and

Therefore, we may reformulate the definition of the lower and upper Riemann integrals as

follows:
(R}ffﬂup{tﬂlj:fp
(R}f;bf=inf{(ﬂ)f:¢r
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Example (Dirichlet’s Function) Define f on [0, 1] by setting f(x) = 1 if x is rational and
0 if x is irrational. Let P be any partition of [0, 1]. By the density of the rationals and the
irrationals,?

L(f, P)=0and U(f, P)=1.

Thus

fR)L1f=0<1=(R}LIf.

so f is not Riemann integrable. The set of rational numbers in [0,1] is countable.? Let {g; sl
be an enumeration of the rational numbers in [0, 1]. For a natural number n, define f, on
[0, 1] by setting f,(x) = 1, if x = gx for some g; with 1 <k < n, and f(x) = 0 otherwise.
Then each f, is a step function, so it is Riemann integrable. Thus, {f,} is an increasing
sequence of Riemann integrable functions on [0, 1],

| fal < 1on [0, 1] for all n

and
{fa)— f pointwise on [0, 1].

However, the limit function f fails to be Riemann integrable on [0, 1].

THE LEBESGUE INTEGRAL OF A BOUNDED MEASURABLE FUNCTION
OVER A SET OF FINITE MEASURE
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The Dirichlet function, which was examined in the preceding section, exhibits one of the
principal shortcomings of the Riemann integral: a uniformly bounded sequence of Riemann
integrable functions on a closed, bounded interval can converge pointwise to a function that
is not Riemann integrable. We will see that the Lebesgue integral does not suffer from this
shortcoming.

Henceforth we only consider the Lebesgue integral, unless explicitly mentioned oth-
erwise, and so we use the pure integral symbol to denote the Lebesgue integral. The
forthcoming Theorem 3 tells us that any bounded function that is Riemann integrable over
[a, b] is also Lebesgue integrable over [a, b] and the two integrals are equal.

Recall that a measurable real-valued function ¢ defined on a set E is said to be simple
provided it takes only a finite number of real values. If ¢ takes the distinct values ay, .. ., a,
on E, then, by the measurability of ¢, its level sets Y~ (a;) are measurable and we have the
canonical representation of  on E as

W= ia,- - Xg, on E, where each E; = ¢ '(a;) = {x€ E | Y(x) = ai}. (1)
i=1

The canonical representation is characterized by the E;’s being disjoint and the g;’s being
distinct.

Definition For a simple function \ defined on a set of finite measure E, we define the integral
of § over E by

17 _—,anm[ﬁ}-].
E i=1
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where Y has the canonical representation given by (1).

Lemma 1 Ler (E;}._, be a finite disjoint collection of measurable subsets of a set of finite
measure E. For 1 < i < n, let a; be a real number.

n "
Ife=24ai xe;onE, then | =" a;-m(E;).
=1 & i=1

Proof The collection {E;}!_, is disjoint but the above may not be the canonical representation
since the a;’s may not be distinct. We must account for possible repetitions. Let [Ay, ..., Ay}
be the distinct values taken by ¢. For 1 < j < m, set A; = (x€ E|¢(x) = A;}. By definition
of the integral in terms of canonical representations,

f o= > A;-m(4;).
E j=1

For 1 < j < m, let I; be the set of indices i in {1,...,n)} for which a; = A;. Then
{1,...,n} =7, I;, and the union is disjoint. Moreover, by finite additivity of measure,

m(4;) = m(E)foralll <j<m.

E-Ef;'

Therefore

=1 =t il
= j'm(ﬁf)=f5¢=- 5

One of our goals is to establish linearity and monotonicity properties for the general
Lebesgue integral. The following is the first result in this direction.

Sa-m(E) =3, [ > as-mw.ﬂ =§A{ > m(E-)}
A

Proposition 2 (Linearity and Monotonicity of Integration) Let ¢ and y be simple functions
defined on a set of finite measure E. Then for any « and B,

L(a¢+ﬁﬂb3=ﬂf£¢+ﬁ];w-

ife<yonkE, H‘mnjqpfzf'ﬁ-
E E

Moreover,
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Proof Since both ¢ and y take only a finite number of values on E, we may choose a finite
disjoint collection {E;}_; of measurable subsets of E, the union of which is E, such that ¢
and ¢ are constant on each E;. For each i, 1 <i < n, let a; and b;, respectively, be the values
taken by ¢ and ¢ on E;. By the preceding lemma,

fﬂ'«’: Eﬂ:a.- -m( E;) and &:ib,--m{ﬂ',-]
E i=1 :

E i=1

However, the simple function agp + By takes the constant value aa; + Bb; on E;. Thus, again
by the preceding lemma,

L(ﬂfp+ﬁ¢)=i(&as+ﬁbﬂ'm(ﬂ}
i=1

=ﬂgﬂ:‘-m(ﬂ]+ﬂ§b;-m(£;)=aj;ip+ﬁ.’;qb.

To prove monotonicity, assume ¢ < on E. Define n = ¢y — ¢ on E. By linearity,

Lw—L¢=L(¢*¢)=Lﬂaﬂ,

since the nonnegative simple function 7 has a nonnegative integral. O

The linearity of integration over sets of finite measure of simple functions shows
that the restriction in the statement of Lemma 1 that the collection {E;}! ; be disjoint is
unnecessary.

A step function takes only a finite number of values and each interval is measurable.
Thus a step function is simple. Since the measure of a singleton set is zero and the measure
of an interval is its length, we infer from the linearity of Lebesgue integration for simple
functions defined on sets of finite measure that the Riemann integral over a closed, bounded
interval of a step function agrees with the Lebesgue integral.

Let f be a bounded real-valued function defined on a set of finite measure E. By
analogy with the Riemann integral, we define the lower and upper Lebesgue integral,
respectively, of f over E to be

sup{f:p ¢ simple and ¢ < f{mE,}
E

inf{fq!r wsimp]eandfflﬁonﬂ'.}
E
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Since f is assumed to be bounded, by the monotonicity property of the integral for simple
functions, the lower and upper integrals are finite and the upper integral is always at least as
large as the lower integral.

Definition A bounded function f on a domain E of finite measure is said to be Lebesgue
integrable over E provided its upper and lower Lebesgue integrals over E are equal. The
common value of the upper and lower integrals is called the Lebesgue integral, or simply the
integral, of f over E and is denoted by [ g f-

Theorem 3 Let f be a bounded function defined on the closed, bounded interval [a, b]. If f is

Riemann integrable over [a, b], then it is Lebesgue integrable over [a, b] and the two integrals
are equal

Proof The assertion that f is Riemann integrable means that, setting I = [a, b],

sup {{R} j;qp ’ ¢ a step function, ¢ < f} = inf {(R) j;lp | yr a step function, f < 1,!:!}

To prove that f is Lebesgue integrable we must show that

sup {f¢p| rpsimple,qogf}:inf{fqbl i simple, f fip}.
I I

However, each step function is a simple function and, as we have already observed, for
a step function, the Riemann integral and the Lebesgue integral are the same. Therefore
the first equality implies the second and also the equality of the Riemann and Lebesgue
integrals. O
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We are now fully justified in using the symbol [, f, without any preliminary (R), to
denote the integral of a bounded function that is Lebesgue integrable over a set of finite

measure. In the case of an interval E = [a, b], we sometimes use the familiar notation j:f f
to denote f[a. b f and sometimes it is useful to use the classic Leibniz notation f:’ f(x)dx.

Example The set E of rational numbers in [0, 1] is a measurable set of measure zero. The

Dirichlet function f is the restriction to [0, 1] of the characteristic function of E, yg. Thus
f is integrable over [0, 1] and

f f:f 1 xe=1-m(E)=0.
[0.1] [0.1]

We have shown that f is not Riemann integrable over [0, 1].

Theorem 4 Let f be a bounded measurable function on a set of finite measure E. Then f is
integrable over E.

Proof Let n be a natural number. By the Simple Approximation Lemma, with ¢ = 1/n,
there are two simple functions ¢, and i, defined on E for which

on < f <t onkE,

and
0<yn—g¢,<1/nonE.

By the monotonicity and linearity of the integral for simple functions,
Uif'?bﬂ-f{Pﬂ :[['r’-’n_@nlf 1/n-m(E).
E E E

However,

Dﬁinf{flﬁ -wsimplc,wzf}—sup{fqp
E E

EL%—L%EU"“(EJ-

This inequality holds for every natural number # and m(E) is finite. Therefore the upper
and lower Lebesgue integrals are equal and thus the function f is integrable over E. L]

@ simple, ¢ < _,F}
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It turns out that the converse of the preceding theorem is true; a bounded function on
a set of finite measure is Lebesgue integrable if and only if it is measurable: we prove this
later (see the forthcoming Theorem 7 of Chapter 5). This shows, in particular, that not every
bounded function defined on a set of finite measure is Lebesgue integrable. In fact, for any
measurable set E of finite positive measure, the restriction to E of the characteristic function
of each nonmeasurable subset of E fails to be Lebesgue integrable over E.

Theorem 5 (Linearity and Monotonicity of Integration) Let f and g be bounded measurable
functions on a set of finite measure E. Then for any a and 8,

j;_{af+ﬁgl=ﬂfﬁf+ﬁj;g- (2)

Moreover,

iff::gonE,theanELg. (3)

Proof A linear combination of measurable bounded functions is measurable and bounded.
Thus, by Theorem 4, a f + Bg is integrable over E. We first prove linearity for 8 = 0. If ¢ is
a simple function so is aaf, and conversely (if a # (). We established linearity of integration
for simple functions. Let a > (. Since the Lebesgue integral is equal to the upper Lebesgue

integral,
f.safz Jﬂfﬁlﬁ:a it ¥/l = aLf'

For a < 0, since the Lebesgue integral is equal both to the upper Lebesgue integral and the
lower Lebesgue integral,

o=t = g fo=e .1
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It remains to establish linearity in the case that @ = B = 1. Let 4 and 2 be simple functions
for which f </ and g < ¢ on E. Then | + ; is a simple function and f+ g < ¢y + 4y on
E. Hence, since [,( f + g) is equal to the upper Lebesgue integral of f + ¢ over E, by the
linearity of integration for simple functions,

L(f+3)£j;('#l+'#2]=j;lﬁ1+'£¢zi

The greatest lower bound for the sums of integrals on the right-hand side, as ¢ and s, vary
among simple functions for which f < y; and g < i, equals [ f + [ g. These inequalities
tell us that [,.( f + g) is a lower bound for these same sums. Therefore,

L(IH}ELJ’%-LS-

It remains to prove this inequality in the opposite direction. Let ¢; and ¢; be simple functions
for which ¢y < f and ¢ < g on E. Then ¢; + ¢ < f+ g on E and ¢; + ¢ is simple. Hence,
since f,.( f + g) is equal to the lower Lebesgue integral of f + g over E, by the linearity of
integration for simple functions,

L(f+332L{¢1+m]=qu+j;_m-

The least upper bound bound for the sums of integrals on the right-hand side, as ¢ and
7 vary among simple functions for which ¢; < f and ¢; < g, equals [ f + [; g. These
inequalities tell us that [ £( f + g) is an upper bound for these same sums. Therefore,

fE{fﬂszEf+ng-

This completes the proof of linearity of integration.
To prove monotonicity, assume f < g on E. Define h = g — f on E. By linearity,

fo- o=

The function h is nonnegative and therefore i < h on E, where y=0 on E. Since the integral
of h equals its lower integral, [, h = [ ¢ = 0. Therefore, [, f < [, &. O
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Corollary 6 Let f be a bounded measurable function on a set of finite measure E. Suppose A
and B are disjoint measurable subsets of E. Then

Lol

Proof Both f - y4 and f - yp are bounded measurable functions on E. Since A and B are
disjoint,

J-xaus=f-xa+f xs
Furthermore, for any measurable subset E; of E (see Problem 10),

j;]f=f£'f-xfl.

Therefore, by the linearity of integration,

fduﬁf-:j;f'XAUB=Lf'XA+Lf'XB=Lf+_Lf_ 0
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Corollary 7 Let f be a bounded measurable function on a set of finite measure E. Then

LstUL 5)

Proof The function | f| is measurable and bounded. Now

=|fl= f=|flonE.

By the linearity and monotonicity of integration,

-j;_lflEjj;fij-;_lflr

that is, (5) holds. O

Proposition 8 Ler {f,) be a sequence of bounded measurable functions on a set of finite
measure E.

If { fu} — f uniformly on E, then nl_i'mmL fi= ]; £

Proof Since the convergence is uniform and each f, is bounded, the limit function f is
bounded. The function f is measurable since it is the pointwise limit of a sequence of
measurable functions. Let € > (. Choose an index N for which

|f = fal <€/m(E)on Eforalln > N. (6)

By the linearity and monotonicity of integration and the preceding corollary, for eachn = N,

j;f—fEfn L[f—fn]

Therefore limy — o0 [ fn = [ f- O

< f If = ful < [e/m(E)]-m(E) =e.
E

This proposition is rather weak since frequently a sequence will be presented that
converges pointwise but not uniformly, It is important to understand when it is possible to
infer from

(fa) = f pointwise a.e. on E

[ o] [ 2] s

We refer to this equality as passage of the limit under the integral sign.’ Before proving our
first important result regarding this passage, we present an instructive example.

that
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Example For each natural number n, define f, on [0, 1] to have the value 0if x = 2/n, have
f(1/n) =n, f(0) = 0 and to be linear on the intervals [0, 1/n] and [1/n, 2/n]. Observe that

_,"U' fn = 1 for each n. Define f=0on [0, 1]. Then

1 1
{fa}— f pointwise on [0, 1], but lim f £ :éf f.
n=+00Jp 0

Thus, pointwise convergence alone is not sufficient to justify passage of the limit under the
integral sign.

The Bounded Convergence Theorem Ler {f,} be a sequence of measurable functions on a
set of finite measure E. Suppose | f,,} is uniformly pointwise bounded on E, that is, there is a
number M > () for which

|fal < M on E forall n.

If {fu)— f pointwise on E, then hm f = Lf.

n—e o0 E

Proof The proof of this theorem furnishes a nice illustration of Littlewood's Third Principle.
If the convergence is uniform, we have the easy proof of the preceding proposition. However,
Egoroff’s Theorem tells us, roughly, that pointwise convergence is “nearly” uniform.

The pointwise limit of a sequence of measurable functions is measurable. Therefore f
is measurable. Clearly | f| < M on E. Let A be any measurable subset of E and n a natural
number. By the linearity and additivity over domains of the integral,

[a-[r=[th-n=[tn-n+[_ s+ e

Therefore, by Corollary 7 and the monotonicity of integration,

[6-[1

To prove convergence of the integrals, let €>0. Since m( E) <oc and f isreal-valued, Egoroff’s
Theorem tells us that there is a measurable subset A of E for which ( f,}) — f uniformly on A
andm(E~ A) < ¢/4M. By uniform convergence, there is an index N for which

Ifa = fI<

fjWn—fHaM4ﬂ£~Al )
A

on A foralln > N.

€
2-m(E)

Therefore, for n > N, we infer from (7) and the monotonicity of integration that

ff"f -26(]

Hence the sequence of integrals { f ¢ fa} converges to [ et ]

m(A)+2M-m(E~A) <e.

Remark Prior to the proof of the Bounded Convergence Theorem, no use was made of the
countable additivity of Lebesgue measure on the real line. Only finite additivity was used, and
it was used just once, in the proof of Lemma 1. But for the proof of the Bounded Convergence
Theorem we used Egoroff's Theorem. The proof of Egoroff's Theorem needed the continuity
of Lebesgue measure, a consequence of countable additivity of Lebesgue measure.
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THE LEBESGUE INTEGRAL OF A MEASURABLE
NONNEGATIVE FUNCTION
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A measurable function f on E is said to vanish outside a set of finite measure provided there
is a subset Ey of E for which m( Ey) < oo and f=0 on E ~ Ej. It is convenient to say that a
function that vanishes outside a set of finite measure has finite support and define its support
to be (xe E| f(x) #0}.% In the preceding section, we defined the integral of a bounded
measurable function f over a set of finite measure E. However, even if m( E) = oo, if f is
bounded and measurable on E but has finite support, we can define its integral over E by

[-]. s

where Ej has finite measure and f =0 on E ~ Ep. This integral is properly defined, that is, it
is independent of the choice of set of finite measure E; outside of which f vanishes. Thisis a
consequence of the additivity over domains property of integration for bounded measurable
functions over a set of finite measure.

Definition For f a nonnegative measurable function on E, we define the integral of f over

7
E by ;

f f=sup { f h ‘ h bounded, measurable, of finite supportand 0 < h < f on E}. (8)
E E

Chebychev’s Inequality Let [ be a nonnegative measurable function on E. Then for any
A>0,

m{er|f(x}3,\}5~}-Lﬁ 9)

Proof Define E, = {xe€ E| f(x) > A). First suppose m( E, ) = 00. Let n be a natural number.
Define Ej n = ExN[—-n, n] and y, = A - g, ,.-Then i, is a bounded measurable function
of finite support,

A-m(Ey,)= f Y, and 0 < ¢, < f on E for all n.
£
We infer from the continuity of measure that
o= hem(E) = Jim )= fim, [ 4 [ 1

Thus inequality (9) holds since both sides equal co. Now consider the case m(E,) < oo.
Define h = A- yg,. Then h is a bounded measurable function of finite supportand0 < h < f
on E. By the definition of the integral of f over E,

Aw{&h]ﬁhzj;f.

Divide both sides of this inequality by A to obtain Chebvchev’s Inequality. 0O
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Proposition 9 Let f be a nonnegative measurable function on E. Then
f f=0ifandonlyif f =0aeonE. (10)
E

Proof First assume [, f = 0. Then, by Chebychev’s Inequality, for each natural num-
ber n, m{xeX| f(x) > 1/n} = 0. By the countable additivity of Lebesgue measure,
m{xe X | f(x) >0} = 0. Conversely, suppose f = Oa.e.on E. Let ¢ be a simple function
and h a bounded measurable function of finite support for which0 < ¢ <h < f on E. Then
@ =0a.e. on E and hence [ ¢ = 0. Since this holds for all such ¢, we infer that [ & = 0.
Since this holds for all such h, we infer that [, f = 0. O

Theorem 10 (Linearity and Monotonicity of Integration) Let f and g be nonnegative
measurable functions on E. Then for any a > 0and g > 0,

[(ar+pe=af r+p e (11)

if f<gonE, then Lfﬂfﬁg- (12)

Moreover,
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Proof Fora>0,0<h < fon Eifand onlyif 0 < ah < af on E. Therefore, by the linearity
of the integral of bounded functions of finite support, [, af = a [, f. Thus, to prove linearity
we need only consider the case @ = 8 = 1. Let h and g be bounded measurable functions of
finite support for which0 <h < fand0 <k <gon E.Wehave 0 <h+k < f+gon E,
and h + k also is a bounded measurable function of finite support. Thus, by the linearity of
integration for bounded measurable functions of finite support,

[E}:+Lk=L(h+k}£L{f+§)-

The least upper bound for the sums of integrals on the left-hand side, as h and k vary
among bounded measurable functions of finite support for which & < f and k < g, equals
Jg f+ [ g These inequalities tell us that [, ( f + g) is an upper bound for these same sums.

Therefore,
[r+[e=[ir+a.

It remains to prove this inequality in the opposite direction, that is,

fE(fHJEfEHLg-

By the definition of [;(f + g) as the supremum of [.£ as £ ranges over all bounded
measurable functions of finite support for which0 < £ < f + g on E, to verify this inequality
it is necessary and sufficient to show that for any such function £,

fgfsj;f+j;:3. (13)

For such a function ¢, define the functions h and k on E by

h=min{f. £landk=£{—honE,
Let x belong to E. If £(x) < f(x), then k(x) = 0 < g(x); if £&(x) > f(x), then h(x) =
£(x) — f(x) < g(x). Therefore, h < g on E. Both h and k are bounded measurable functions
of finite support. We have

O<h<f0<k<gandf=h+konE.

Hence, again using the linearity of integration for bounded measurable functions of finite
support and the definitions of [, f and [, g, we have

[1=[n+fr<fr+ [

Thus (13) holds and the proof of linearitv is complete.
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Theorem 11 (Additivity Over Domains of Integration) Let f be a nonnegative measurable
function on E. If A and B are disjoint measurable subsets of E, then

hut=LE* s

In particular, if Ey is a subset of E of measure zero, then

Lf=j;wﬁﬂf- (15)
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Proof Additivity over domains of integration follows from linearity as it did for bounded
functions on sets of finite measure. The excision formula (15) follows from additivity over
domains and the observation that, by Proposition 9, the integral of a nonnegative function
over a set of measure zero is zero. O

The following lemma will enable us to establish several criteria to justify passage of the
limit under the integral sign.

Fatow’s Lemma Lei (f,} be a sequence of nonnegative measurable functions on E.

If {fnjafpainrwisea.e,an E, then f f= hmmff 7 (16)
E E

Proof In view of (15), by possibly excising from E a set of measure zero, we assume the
pointwise convergence is on all of E. The function f is nonnegative and measurable since
it is the pointwise limit of a sequence of such functions. To verify the inequality in (16) it
is necessary and sufficient to show that if h is any bounded measurable function of finite
support for which0 < h < f on E, then

fE b sl fF £ (17)

Let h be such a function. Choose M > 0 for which |h| < M on E. Define Ey = (x € E | h(x)#0}.
Then m( Ey) < oo. Let n be a natural number. Define a function h, on E by

h, = min(k, f,} on E.
Observe that the function k, is measurable, that
0<h, <MonEj;and h,=0o0n E ~ Ej.

Furthermore, for each x in E, since h(x) < f(x) and {f,(x)] = f(x), (ha(x)}— h(x). We
infer from the Bounded Convergence Theorem applied to the uniformly bounded sequence
of restrictions of i, to the set of finite measure Ej), and the vanishing of each h, on E ~ Eg, that

lim h,,—lu:n h,,—fh—f
=00 n—+ 0o Ey Ey -
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However, for each n, h, < f, on E and therefore, by the definition of the integral of f, over

E, [ghn < [ fu- Thus,
fh: lim fh,.g]iminff T O
E A= LR E

The inequality in Fatou's Lemma may be strict.

Example Let E = (0, 1] and for a natural number n, define f, = n - x(q, 1/a)- Then {f,}
converges pointwise on £ to f =0 on E. However,

Lf=0{1=uﬁmmj;fn-

As another example of strict inequality in Fatou’s Lemma, let £ = R and for a natural
number n, define g, = x(,, 41). Then {g,] converges pointwise on E to g=0on E. However,

fg 0<1= l:mfg,,,
n == 03 E

However, the inequality in Fatou's Lemma is an equality if the sequence (f,]} is
increasing.

The Monotone Cnnvergeﬂce Theorem Let {f,} be an increasing sequence of nonnegative
measurable functions on E.

If {fu]l = f pointwise a.e. on E, then lim fn ff

n— 00

Proof According to Fatou’s Lemma,

Lfg[jminf";fn.

However, for each index n, f, < f a.e. on E, and so, by the monotonicity of integration for
nonnegative measurable functions and (15), [, fy < [, f. Therefore

Iimsupo,,:gLf.
fr-am [ D

Corollary 12 Let {u,) be a sequence of nonnegative measurable functions on E.

Hence

SET= E U, pointwise a.e.on E, then f u“.

n=] n= 1

Proof Apply the Monotone Convergence Theorem with f, = 3}_, u, for each index n,
and then use the linearity of integration for nonnegative measurable functions. O
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Definition A nonnegative measurable function f on a measurable set E is said to be integrable
over E provided
f f<oo.
E

Proposition 13 Let the nonnegative function f be integrable over E. Then f is finite a.e.on E.
Proof Let n be a natural number. Chebychev’s Inequality and the monotonicity of measure
tell us that i
m{xeE| f(x)=o0} <m{xeE| f(x)=n}= E[ f.
E
But [, f is finite and therefore m{x € E| f(x) = 00} = 0. O
Beppo Levi’sLemma Let ( f,} be an increasing sequence of nonnegative measurable functions

on E. If the sequence of integrals | f ¢ [n) is bounded, then { f,} converges pointwise on E to a
measurable function f that is finite a.e.on E and

"EmmLfn=Lfﬁm.

Proof Every monotone sequence of extended real numbers converges to an extended real
number.® Since {f,) is an increasing sequence of extended real-valued functions on E, we
may define the extended real-valued nonnegative function f pointwise on E by

f(x)= ﬂﬁ_{ﬂm fa(x) forallxeE.
According to the Monotone Convergence Theorem, {/, £ fal— i £ f. Therefore, since the

sequence of real numbers {f ¢ fa} 1s bounded, its limit is finite and so | £ [ < o0o. We infer
from the preceding proposition that f is finite a.e.on E.

THE GENERAL LEBESGUE INTEGRAL

For an extended real-valued function f on E, we have defined the positive part f* and the
negative part f~ of f, respectively, by

fT(x) = max{ f(x),0) and f(x) = max{- f(x),0} forall xe E.
Then f+ and f~ are nonnegative functions on E,
f=f"-f onE
and

Ifl=f"+ f onkE.

Observe that f is measurable if and only if both f* and f~ are measurable.
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Proposition 14 Let f be a measurable function on E. Then f*and f~ are integrable over E
if and only if | f| is integrable over E.

Proof Assume f* and f~ are integrable nonnegative functions. By the linearity of integra-
tion for nonnegative functions, |f| = f* + f~ is integrable over E. Conversely, suppose
|f| is integrable over E. Since 0 < f* < |f|and 0 < f~ < |f| on E, we infer from the
monotonicity of integration for nonnegative functions that both f* and f~ are integrable
over E.

Definition A measurable function f on E is said to be integrable over E provided |f| is
integrable over E. When this is so we define the integral of f over E by

-1

Of course, for a nonnegative function f, since f = f* and f~ =0 on E, this definition
of integral coincides with the one just considered. By the linearity of integration for bounded
measurable functions of finite support, the above definition of integral also agrees with the
definition of integral for this class of functions.

Proposition 15 Ler f be integrable over E. Then f is finite a.e.on E and
]f:f fifEyCEandm(Ey) =0. (18)
E E~Ey

Proof Proposition 13, tells us that | f| is finite a.e.on E. Thus f is finite a.e.on E. Moreover,
(18) follows by applying (15) to the positive and negative parts of f. O

The following criterion for integrability is the Lebesgue integral correspondent of the
comparison test for the convergence of series of real numbers.

Proposition 16 (the Integral Comparison Test) Let f be a measurable function on E.
Suppose there is a nonnegative function g that is integrable over E and dominates f in the
sense that

|fl =gonE.

[r=[n

Then f is integrable over E and
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Proof By the monotonicity of integration for nonnegative functions, | f|, and hence f, is
mtegrable. By the triangle inequality for real numbers and the linearity of integration for

nonnegative functions,
Lf*—j;f“ EL_f++Lf”=L|f|- 0

[ 1

We have arrived at our final stage of generality for the Lebesgue integral for functions
of a single real variable. Before proving the linearity property for integration, we need to
address, with respect to integration, a point already addressed with respect to measurability.
The point is that for two functions f and g which are integrable over E, the sum f + g is not
properly defined at points in E where f and g take infinite values of opposite sign. However,
by Proposition 15, if we define A to be the set of points in E at which both f and g are finite,
then m( E~ A) = 0. Once we show that f + g is integrable over A, we define

L(f+g}=L(f+gJ»

We infer from (18) that [,.( f+g) is equal to the integral over E of any extension of ( f+g)la
to an extended real-valued function on all of E.

Theorem 17 (Linearity and Monotonicity of Integration) Let rhe functions f and g be
integrable over E. Then for any a and B, the function a f + Bg is integrable over E and

j;_(af+ﬁg)=a[£f+ﬁj;_g-

iff<gonkE, Ihenffffg.
E E

Moreover,
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Proof If a > 0, then [af]t = af" and [af]” = af~, while if a <0, [af]" = —af”
and [af]~ = —af*. Therefore [, af = a f, f, since we established this for nonnegative
functions f and a > 0. So it suffices to establish linearity in the case « = 8 = 1. By
the linearity of integration for nonnegative functions, | f| + |g| is integrable over E. Since
|f + gl = |fl+ |gl on E, by the integral comparison test, f + g also is integrable over E.
Proposition 15 tells us that f and g are finite a.e.on E. According to the same proposition,
by possibly excising from E a set of measure zero, we may assume that f and g are finite on

fE[f+31+—L_1f+gl-=

(f+e)r=(f+8) =f+g=(f"—f)+(g" —g )onE,

But

But
(f+e) —(f+8) =f+g=(fT—f7)+(g" —g ) onkE,
and therefore, since each of these six functions takes real values on E,

(f+g) +f +g =(f+g) +f"+gtonE.

We infer from linearity of integration for nonnegative functions that

L{f+3)++j;€f‘+j;_g‘=L(f+g)'+j;f++f€g+.

Since f, g and f 4+ g are integrable over E, each of these six integrals is finite. Rearrange
these integrals to obtain (19). This completes the proof of linearity.

To establish monotonicity we again argue as above that we may assume g and f are
finite on E. Define h = g — f on E. Then h is a properly defined nonnegative measurable
function on E. By linearity of integration for integrable functions and monotonicity of
integration for nonnegative functions,

LE-Lf=L{3-f}=LhE{1 -
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Corollary 18 (Additivity Over Domains of Integration) Let f be integrable over E, Assume
A and B are disjoint measurable subsets of E. Then

fwﬂf=];f+fﬂf- (20)

Proof Observe that |f - 4| <|f|and |f - xg| < |f| on E. By the integral comparison test,
the measurable functions f - y4 and f - y are integrable over E. Since A and B are disjoint

foxaws=f xa+ f-xsonk. (21)

But for any measurable subset C of E (see Problem 28),

fcf=fgf‘x:::-

Thus (20) follows from (21) and the linearity of integration. O

The following generalization of the Bounded Convergence Theorem provides another
justification for passage of the limit under the integral sign.
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The Lebesgue Dominated Convergence Theorem Let (f,] be a sequence of measurable
functions on E. Suppose there is a function g that is integrable over E and dominates | f,} on
E in the sense that |f,| < gon E for all n.

If [fu) = f pointwise a.e. on E, then f is integrable over E and lim f 5 =f 3
E E

n— o0

Proof Since |f,| < gon E and |f| < g a.e.on E and g is integrable over E, by the integral
comparison test, f and each f, also are integrable over E. We infer from Proposition 15
that, by possibly excising from E a countable collection of sets of measure zero and using the
countable additivity of Lebesgue measure, we may assume that f and each f,, is finite on E.
The function g — f and for each n, the function g — f,, are properly defined, nonnegative
and measurable. Moreover, the sequence {g — f,} converges pointwise a.e.on E to g — f.
Fatou’s Lemma tells us that

L(s—f)iliminfj;(g-ful-

Thus, by the linearity of integration for integrable functions,

j;s-Lf=L(g—f)Eliminfj;(g—fn]=j;s~iimsupj;fm

limmPfEf,.st-

Similarly, considering the sequence (g + f,}, we obtain

Lffﬁﬂ'liﬂfj;"fm

The proof is complete. O

that is,

Theorem 19 (General Lebesgue Dominated Convergence Theorem) Let | f,} be a sequence
of measurable functions on E that converges pointwise a.e. on E to f. Suppose there is a
sequence (g, } of nonnegative measurable functions on E that converges pointwise a.e.on E to
g and dominates { f,) on E in the sense that

| fal < gnon E foralln.

If lim g,,=fgc:oo.then Hmff,,:ff.
i=0Q |p E n—=o0 fp E
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Remark In Fatou’s Lemma and the Lebesgue Dominated Convergence Theorem, the
assumption of pointwise convergence a.e. on E rather than on all of E is not a decoration
pinned on to honor generality. It is necessary for future applications of these results. We
provide one illustration of this necessity. Suppose f is an increasing function on all of R. A
forthcoming theorem of Lebesgue (Lebesgue’s Theorem of Chapter 6) tells us that

ek Yn) = f(x)

i = ff ; 22
nlirm n f'(x) for almost all x (22)

From this and Fatou’s Lemma we will show that for any closed, bounded interval [a, b),

b
f fi(x)dx < f(b) - f(a).

In general, given a nondegenerate closed, bounded interval [a, b] and a subset A of [a, b] that
has measure zero, there is an increasing function f on [a, b] for which the limit in (22) fails to
exist at each point in A (see Problem 10 of Chapter 6).

CONVERGENCE IN MEASURE

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 29/33




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: I1 MSC MATHS COURSE NAME: MEASURE THEORY
COURSE CODE: 16MMP401 UNIT: 11 BATCH-2016-2018

We have considered sequences of functions that converge uniformly, that converge pointwise,
and that converge pointwise almost everywhere. To this list we add one more mode of
convergence that has useful relationships both to pointwise convergence almost everywhere
and to forthcoming criteria for justifying the passage of the limit under the integral sign.

Definition Let (f,) be a sequence of measurable functions on E and f a measurable function
on E for which f and each f, is finite a.e. on E. The sequence {f,} is said to converge in
measure on E (o f provided for each n > 0,

Jim m{xeE [ |fu(x) - f(x)|>n}=0.

When we write {f,} — f in measure on E we are implicitly assuming that f and each
fn is measurable, and finite a.e. on E. Observe that if {f,} — f uniformly on E, and fisa
real-valued measurable function on E, then {f,} — f in measure on E since for 5> 0, the
set (x€ E||fu(x) = f(x)| > n) is empty for n sufficiently large. However, we also have the
following much stronger result.

Proposition 3 Assume E has finite measure. Let { f,} be a sequence of measurable functions
on E that converges pointwise a.e. on E to f and f is finite a.e. on E. Then (fu}— f in
measure on E.

Proof First observe that f is measurable since it is the pointwise limit almost everywhere
of a sequence of measurable functions. Let 5 > (. To prove convergence in measure we let
€ > 0 and seek an index N such that

m{xeE| |fu(x) - f(x)|>n} <eforalln > N. (4)
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Egoroff’s Theorem tells us that there is a measurable subset F of E with m( E~ F) < € such
that { f,} = f uniformly on F. Thus there is an index N such that

|fa — fl<nonFforalln > N.

Thus, forn = N, {x€ E||fa(x) — f(x)|>n)} C E~ F and so (4) holds for this choice of N. []

The above proposition is false if E has infinite measure. The following example shows
that the converse of this proposition also is false.

Example Consider the sequence of subintervals of [0, 1], {£,}°°,, which has initial terms
listed as

[0, 13, [0, 1/2], [1/2, 1], [0, 1/3], [1/3, 2/3], [2/3, 1],
[0, 1/4], [1/4, 1/2],[1/2, 3/4], [3/4, 1] ...

For each index n, define f, to be the restriction to [0, 1] of the characteristic func-

tion of I,. Let f be the function that is identically zero on [0, 1]. We claim that

{fa}— f in measure. Indeed, observe that lim,_, o £(I,) = 0 since for each natural

number m,

m(m+1)
2

Thus, for 0 <n <1, since (xe E || fu(x) — f(x)| >n) C I,

ifn>14+---+m= , then £(1,) <1/m.

0< lim m {x€E| |fa(x) = f(x)|>n} < lim £(1,) =0.

However, it is clear that there is no point x in [0, 1] at which {f,,(x)} converges to f(x) since
for each point x in [0, 1], f,(x) = 1 for infinitely many indices n, while f(x) = 0.

Theorem 4 (Riesz) If {f,} — f in measure on E, then there is a subsequence {f, ) that
converges poiniwise a.e. on E to f.

Proof By the definition of convergence in measure, there is a strictly increasing sequence of
natural numbers {n;} for which

m{xeE| |fj(x) = f(x)|>1/k} < 1/2* for all j > n;.
For each index k, define

Ex={xeE| |fn — f(x)|>1/k}.
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Then m(E;) < 1/2* and therefore 3°, m(E;) < oo. The Borel-Cantelli Lemma tells
us that for almost all x€ E, there is an index K(x) such that x¢ E; if k > K(x),
that is,

|fue(x) = £(x)] < 1k for all k > K(x).

Therefore
Jim_fuy(x) = £(x). i
Corollary 5 Let [ f,} be a sequence of nonnegative integrable functions on E. Then
im | fa=0 (5)
By
if and only if

{fn) = 0 in measure on E and | f,) is uniformly integrable and tight over E. (6)

Proof First assume (5). Corollary 2 tells us that {f,) is uniformly integrable and tight over
E. To show that {f,} — 0 in measure on E, let n > 0. By Chebychev’s Inequality, for each
index n,

1
E n —rl -
m{xE |f}1;r}<:n];:f

Thus, :
ﬂﬁn]jjnwm{xeﬁ'l fn}n}g—- lim | f,=0.

1] = O E
Hence { f,} — 0 in measure on E.

To prove the converse, we argue by contradiction. Assume (6) holds but (5) fails to
hold. Then there is some €y > 0 and a subsequence { f,, } for which

f fn, = € for all k.
E

However, by Theorem 4, a subsequence of {f,,} converges to f =0 pointwise almost
everywhere on E and this subsequence is uniformly integrable and tight so that, by the Vitali
Convergence Theorem, we arrive at a contradiction to the existence of the above €. This
completes the proof. O
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POSSIBLE QUESTIONS

1. If f be defined and bounded on a measurable set E with mE finite.In order that
;’;{p Jpw()dx = ;ZZ J; @ (x)dx for all simple functions ¢ and 1 it is necessary &
Sufficient that f must be measurable.

2. If fand g are bounded measurable functions defined on a set E of finite measure, then
prove that the following

() Jy(af +bg)=af f+bf g

(i) Iff=gaethenf.f=[.g

(iiiy If f<gaethen [.f < [ g, hence |f f| < [Ifl.

(iv)If A and B are disjoint measurable sets of finite measure then,
Jaus F=Luf +I5f

3. If fand g be integrable over E, then prove that
(i) The function cf is integrable over E and integral fE cf = cfEf.

(i) The function f+g is integrable over E and fEf +g= fEf + ng .

4. State and prove lebesgue convergence theorem.
5. If fand g are non-negative measurable functions , then
prove that the following

i) [pef =cf f.c >0

i) [, f+9=0f+]9
i) Iff=gaethen[ f=</.g
6.If f be a non negative function,which is integrable over a set ‘E’ then given € > 0,there
is a 6>0. such that for every set A< E with m(A) < d,then fAf <e.
7. If f be a bounded function defined on [a,b].If f is Riemann integral on [a,b] then it is
measurable and Rf:f(x)dx = f;f(x)dx.
8. If Y and ¢ be simple function which vanish outside a set of measure then

fap+bp=afep+[ypandife > paethen [o=[.
9. State and prove bounded convergence theorem.
10. State and prove Fatou’s lemma.
11. State and prove monotone convergent theorem.

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 33/33




UNIT - 11/2016-2018 Batch

KARPAGAM
ACADEMY OF HIGHER EDUCATION

(Deemed to be University}

Coimbatore —641 021

KARPAGAM ACADEMY OF HIGHER EDUCATION
(Deemed to be University Established Under Section 3 of UGC Act 1956)
Pollachi Main Road, Eachanari (Po),

Subject: Measure Theory

Subject Code: 16MMP401

Class : II M.Sc Mathematics

Semester

- A

UNIT -11

PART A (20x1=20 Marks)

(Question Nos. 1 to 20 Online Examinations)

Possible Questions

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
A function F defined on a compact interval [a,b] is called a . Jump function Step function  Characteristic fus Continuity functit Step function
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UNIT-111
SYLLABUS

Differentiation of monotone function - Functions of bounded variation-
Jdifferentiation of an integral-Absolute continuity.

Functions of bounded variation

Let f and F be two functions on [a,b] such that f is continuous and F has
a continuous derivative. Then it will be recalled from elementary calculus
that the connection between the operations of differentiation and integration
is expressed by the familiar formulas

Jil v
=, / F(t)dt = f(x),
dr [/,

/ F'()dt = F(z) — Fla).

o i1
This immediately suggests:

1. Does (7.1) continue to hold almost everywhere for an arbitrary summable
function f7

2. What is the largest class of functions for which (7.2) holds?

These questions will be answered in this chapter. We observe that if f is
nonnegative, then the indefinite Lebesgue integral
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/ flt)dt, x € la,b,

as a function of its upper limit, is nondecreasing. Moreover, since every
summable function f is the difference of two nonnegative summable functions
fT and f~, the integral (7.3) is the difference between two nondecreasing
functions. Hence, the study of the indefinite Lebesgue integral is closely
related to the study of monotonic functions. Monotonic functions have a
number of simple and important properties which we now discuss.

Monotonic functions

Definition

A function f : Ja.b] — R is said to be nondecreasing if

a < xy<ixg < bmples f(ry) < f(za) and nonincreasing ifa < zy <xy < b
implies f(x1) > f(z2). By a monotonic function is meant a function which
15 either nondecreasing or nonincreasing.

Definition
Gwen a monotonic function f : [a,b] — R and =y € [a.b),
the limat

flzg) = hjé}l,}}[,f (zo + h)

(which always exists) is said to be the right hand limit of f af the point xy.
Similarly, if xg € (a,b], the limat

o) =, i o 1)

s called the left-hand limit of f at .

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 2/24




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: II MSC MATHS COURSE NAME: MEASURE THEORY
COURSE CODE: 16 MMP401 UNIT: II1 BATCH-2016-2018
Remark

Let f be nondecreasing on [a,b]. Ifa <z <y <b, then

flz*) < fly™).

Analogously, if f is nonincreasing on [a,b] and a <z < y < b, then
fla) = fly).

We now establish the basic properties of monotonic functions.

Theorem Every monotonic function f on [a,b] is Borel and bounded,

and hence summable.

Proof. Assume that f is nondecreasing. Since f(a) < f(x) < f(b) for all
z € [a,b], f is obviously bounded. For every ¢ € R consider the set

E.={x € [a,b]| f(z) < c}.

If E, is empty, then E, is (trivially) a Borel set. If E,. is nonempty, let y be
the least upper bound of all x € E,. Then E. is either the closed interval
la,y], if y € E., or the half-open interval [a.y), if y € E.. In either case, E,
is a Borel set; this proves that f is Borel. Finally we have

i
/ |F(@)ldz < max{[f(a)],|F(b)[} (b a),

by which f is summable. []
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Theorem

Let f : [a,b] — R be a monotonic function. Then the set of
points of [a,b] at which f is discontinuous is at most countable.

Proof. Suppose, for the sake of definiteness, that f is nondecreasing, and
let £ be the set of points at which f is discontinuous. If x € E we have
flxz™) < f(z); then with every point x of E we associate we associate a
rational number r(x) such that

&™) < rx) < flz):

Since by Remark 7.3 x; < z, imphes f(x;) < f(z, ), we see that r(z;) #
r(zrz). We have thus established a 1-1 correspondence between the set E and
a subset of the rational numbers. [l

Differentiation of a monotonic function

The key result of this section will be to show that a monotonic function f
defined on an interval [a, b] has a finite derivative almost everywhere in [a, ).
Before proving this proposition, due to Lebesgue, we must first introduce
some further notation. For every xz € (a,b) the following four quantities
(which may take infinite values) always exist:

flx+h)— flx)

h)— flx
D (e) = Jigif, D) = T S,

gl Ao flz+h) - f(z) 1 . fle+h)— flz)
w0 = i, I, D) = a1

These four quantities are called the derived numbers of f at =. It is clear
that the inequalities

D} f(z) < D f(z), Dyf(z) < Dgf(z)
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always hold. If D} f(z) and Dj f(x) are finite and equal, their common value
is just the left-hand derivative of f at x. Similarly, if D} f(x) and D}, f(x)
are finite and equal, their common value is just the right-hand derivative of f
at x. Moreover, f has a derivative at z if and only if all four derived numbers
D} f(x), D] f(z), Dpf(z) and Dy f(x) are finite and equal.

Theorem Let f : [a,b] — R be a monotonic function.

Then f has a derivative almost f?.rc-ri;?;,lﬁcrf on [a,b]. Furthermore fl e

LY([a,b]) and

b
/WMMQM%ﬂﬂ

Proof. There is no loss of generality in assuming that f is nondecreasing.
since if f 1s nonincreasing, we can apply the result to — f which is obviously
nondecreasing. We begin by proving that the derived numbers of [ are equal
(with possibly infinite value) almost everywhere on [a,b]. It will be enough
to show that the inequality

D f(z) = Dypf(x)

holds almost everywhere on [a,b]. In fact, setting, f*(z) = —f(—x), we see
that f* in nondecreasing on [—b, —aj; moreover, it is easily verified that

Dy f*(x) = Dpf(—x), Dif*(x) = Dypf(—=).
Therefore, applying (7.6) to f*, we get
Dy, f*(x) > Dipf*(x)

ar

Diypf(z) > DL f(z).

Combining this inequality with (7.6), we obtain

Depf < DLf < Dy f < Dpf < Dif,
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after using (7.4), and the equality of the four derived numbers follows. To
prove that (7.6 ho ds almost everywhere, observe that the set of points
where D, f < D}, f can clearly be represented as the union over u, v € Q@
with v > u > 0 of the sets

Evv = {z € (a,b)| Difl(z) > v > u > DL f(z)}.

It will then follow that (7.6) holds almost everywhere, if we succeed in show-
ing that A(E,,) = 0. Let s = A(E,,). Then, given £ > 0, according to
Proposition 1.53 there is an open set A such that E,, C A and A(A) < s4-¢.
For every = € E,, and é > 0, since D) f(r) < u, there exists h, s € (0,4)
such that [z — hsys, 2] C A and

flz) — flxr — hys) < uhgs.

Since the collection of closed intervals ([x — hys, 7] )re(ap.s-0 1S a fine cover
of E,., by Vitali's covering lemma there exists a finite number of disjoint
intervals of such collection, say

f] = [.!-‘] — hl;-rl]: W er.,r e [.’J’.‘Jﬂ._r == hp.,r..f,'p.,r]:
f N
such that, setting B = E,, N |J._,(z:i — hi ),

N

A(B) = A(E,m. nJ I,‘.) > s—¢.

i=1

Summing up over these intervals we get

N

N
S (flas) = flae—ha)) <uY b < ud(A) < uls +
i—=1

in

1.

Now we reason as above and use the inequality DY, f(z) > v; for every y € B
and n > 0, since Dy, f(x) > v, there exists k, ,, € {EL n) such that [y, y+k,,] C
I; for some 1 € {1,..., N} and

fly+kyq) — fly) > vky .
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Since the collection of closed intervals ([y, y+ky ;] )ye B, y>0 18 a fine cover of B,
by Vitali’s covering lemma there exists a finite number of disjoint intervals
of such collection, say

Ji= [y, + ki, ..., Ine = [ym, yur + katl,

such that.
M
).(B | .f_,-) > A(B) —¢ > s — 2.
-

Summing up over these intervals we get

M

M
> (Flys+k) — F() >0 Y ks =vA( U ) > v(s —2e).
i=1

j=1
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For every ¢« € {1,...,N}, we sum up over all the intervals .J; such that

Jij C I;, and, using that f is nondecreasing, we obtain
E (flys +&;) — fly3) < flz:) — flzi— k)
3 JJ.--:_.I':-
by which, summing over : and taking into account that every interval .J; is
contained in some interval [;,

N M

S (Fa)—Fa—h) =30 S (Pl —F@) =3 (Fa+k)— ().

=1 i=1 j J;Cl; j=1
Combining this with (7.7)-(7.8),

tiln-1-£) > uls—2¢).

The arbitrariness of £ implies us > vs; since u < v, then s = 0. This shows
that A(E,,) = 0, as asserted.
We have thus proved that the function

is defined almost everywhere on [a,b] and f has a derivative at z if and only

if ®(x) is finite. Let
1
Pn(x) =n (.f(:r +-) - f{;r'])

where, to make ®,, meaningful for all © € [a, b], we get f(z) = f(b) for z > b,
by definition. Since f is summable on [a,b], so is every @,. Integrating @,,,
we get
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b b 1 bl b
[ ¢, (x)dxr = -n/ (f (.‘3‘ s ;) — f{x}) dz = '.r:r(/ 1 flx)dr — / _,l"l[';r]ffr)
-h—; -u-l-% - u-:-%
= n( / flx)dz — / _j"{.r.}ff;t‘) = f(b)—n / flz)dzx
J b Ja S

where in the last step we use the fact that f is nondecreasing. From Fatou's
lemma it follows that

o
/ P (x)dr < f(b) — fla).

In particular @ is summable, and, consequently, a.e. finite. Then f has a
derivative almost everywhere and f'(z) = ®(z) a.e. in [a, b]. ]

Example It is easy to find monotonic functions f for which (7.5) be-

comes a strict inequality. For example, given points a = zp < o < ... <
zn, = b in the interval [a,b] and hy, kg, ..., h,, corresponding numbers, con-
sider the function

hy ifa<z<mr,
o hs ifr; <z <109,
fﬂ;i";l =
h, ifz,1<z<bh

A function of this particularly simple tvpe is called a step function. If hy <
ha < ... < h,, then f is obviously nondecreasing and

B
= [ f'lz)dx < f(b) — fla) = hy — hy.

Example
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J
[" itali’s func'tmn] In the preceding example, f is discontin-

uous. However, it is also possible to hnd continuous nondecreasing functions
satisfying the strict inequality (7.5). To this end let

1. 8
gy f A
(ay,by) = (3 3)
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be the middle third of the interval [0, 1], let

. 1 2 . 7 8
2 33N i .1 W
{fh.b]]‘ — (‘aﬁ).. {(I-j;b—'_::} == (6-. 5)

be the middle thirds of the intervals remaining after deleting (al,b}) from

1
[0.1], let
: 1 4 7T 8
Yopdy  f - & 33 (0 9
(a3, b)) = (ET‘EET)' (a3,b3) = ('"""37)
19 ¢ 25 26
3 ;3 s
(s, b =( —. ) ay. b =(——)
%,%) = g7 97) (4% = g9 57
be the middle thirds of the intervals remaining after deleting l[:':.}. Eﬂ ;i [af, Ef]z )s
(a3, b3) from [0, 1] and so on. Note that the complement of the union of all

the intervals (a},b}) is the Cantor set constructed in Example 1.49. Now
define a function

|L\.'
]

M

i
L
I.}n

£(0) =0, ift € (af,b}),

oy

—
s
—
-

f(t) =

so that

s

-

s

[l
e S|
B |00 B |

~,

—
.
Il
e
Cal =100 noo] Lo oo -
i
=T

et o

if —<it<

SR PR

if — <<

iG]
-]
|
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and so on. Then f is defined everywhere except at points of the Cantor set
', furthermore f is nondecreasing on [0, 1]\ € and f([0,1]\C) = {Z&1 |n e
N, 1 < k < 2" '} which is dense in [0, 1], that is

f([0,1]\ C) = [0, 1].

Given any point t* € C, let (t,), be an increasing sequence of points in
[0,1] \ € converging to t* and let (¢, ), be a decreasing sequence of points in
[0, 1]\ € converging to ¢*. Such sequences exist since [0, 1]\ C' is dense in [0, 1].
Then the limits lim, f(¢,) and lim, f(#] ) exist (since f is nondecreasing in
[0,1] \ C); we claim that they are equal. Otherwise, setting a = limy f(¢n)
and b = lim, f(t)), then (a.b) C [0,1]\ f([0,1]\ C), in contradiction with
(7.9). Then let
F(£) =Tim f(t,) = lim f(2,).

Completing the definition of f in this way, we obtain a continuous nonde-
creasing function on the whole interval [0, 1], known as Vitali's function. The
derivatives f’ obviously vanishes at every interval (aj, b} ), and hence vanishes
almost everywhere, since the Cantor set has measure zero. It follows that

1
0= / F(z)dz < f(1) — f(0) = 1.
J0

Functions of bounded variation

Definition
A function f defined on an interval [a,b] if said to be of

bounded variation if there is a constant C' > 0 such that

(e

T1—

|“1k—1:' — flze)| < C

e
Il
=

for every partition
Q=i T sl Ty, = b
of la,b]. By the total variation of f on [a,b|, denoted by V(f), is meant the

quantity:
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n—I1
b 1 f
VI(f) =sup Y |flarir) — Flax)]
k=N

where the least upper bound is taken over all partitions (7.11) of the interval

[a, b].

Remark It 18 an immediate consequence of the above definition that

if @ € R and f is a function of bounded variation on [, b], then so is af and

Valaf) = lalVZ(f).
Example 1. If fis a monotonic function on [a, b], then the left-hand

side of (7.10) equals |f(b) — f(a)| regardless of the choice of partition.
Then f is of bounded variation and V?(f) = |f(b) — f(a).

2. If f is a step function of the type considered in Example 7.7 with
hi,...,hy, € R, then f is of bounded variation, with total variation
given by the sum of the jumps, i.e.

n—1

Va(F) = D Iy — hl.
=1

Example Suppose { is a Lipschitz function on [a.b] with Lipschitz

constant K’; then for any partition (7.11) of [a, b] we have

n—1 n—1
D f(arat) = flaw) € KDY i — o] = K(b— a).
k=0 k=0

Then f is of bounded variation and ‘if;'f‘( f) < K(b—a).

Example It is easy to find a continuous function which is not of
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bounded variation. Indeed consider the function

;r:!-sinl 0 <z<1,
flz) = T
0 =10

and, fixed n € N, take the following partition
0 2 2 2
"dn—1)x (An -3z 7 3x

| | k2

A

The sum on the left-hand side of (7.10) associated to such partition is given

by

15 1 i 2+ sin 1 2‘

. — 8 S

s %+1 = g

k=1
[ -1 S r & ] s o ] — TS 8" ey i al LT

Taking into account that » .~ 551 = 00, We deduce that the ‘lﬁa:al upper
bound on the right-hand side of (7.12) over all partitions of [a,b] is infinity.

Proposition ' [f f and g are functions of bounded variation on [a,b],

thense s [+9 888 yo(p L g) < V) + Vi(g).

n—1
Z \f(Zr1) + glzrs1) — Flze) — glze)|
k=)
n—1 n—1
% Z | flzrs1) — flze)| + Z lg(zrs1) — glze)| < V2(F) + VE(g).
k=0 k=0
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Taking the least upper bound on the left-hand side over all partitions of [a, b]
we immediately get the thesis. [l

It follows from Remark 7.10 and Proposition 7.14 that any linear com-
bination of functions of bounded variation is itsell a function of bounded
variation. In other words, the set BV ([a,b]) of all functions of bounded
variation on the interval [a,b] is a linear space (unlike the set of all mono-
tonic functions).

Proposition

If s a function of bounded variation on [a,b] and a <

c < b, then
V2(F) = VI + V2.
n—1
D 1 f(@ier) — fla)]
k=0
r—1 n—1
=Y | flzet1) — Flze)| + Z | flxrs1) — Flzz)
E=0 k=r
< VE(F) + V2(S).

Now consider an arbitrary partition of [a,b]. It is clear that adding an extra

: bl . Sk : n—1 ,
point of subdivision to this partition can never {.1001"9-&%? thesum Y, o | fzpi1)—
f(zx)|. Therefore (7.13) holds for any subdivision of [a, ], and hence

V2(f) < VEF) + V2(S).

On the other hand, given any € > 0, there are partitions of the intervals [a, c]
and [e, b], respectively, such that

Z | o) — Flal)| = VSl — %
Z | f(@f0) = Faf)] > VI(f) = %

1
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Combining all points of subdivision x;, 7, we get a partition of the interval
la, b], with points of subdivision z, such that

V2(f) EZ | F(zas1) — flze) ZZ |f(xi1) — f(xD)] +Z |f(z] ) — flz))]
k i j
SR —e

Since = > 0 is arbitrary, it follows that V2(f) > VE(f) + VE(f). [l

Corollary If f i a function of bounded variation on [a,b], then the
function
r+— L?{fj

15 nondecreasing.
Proof. If a < x < y < b, Proposition 7.15 implies

VIR =Y+ (5 = V(.

Proposition A function f : [a,b] — R is of bounded varation if and

only if f can be represented as the difference between two nendecreasing func-
tions on [a,b].

Proof. Since, by Example 7.11, any monotonic function is of bounded varia-
tion and since the set BV ([a, b]) is a linear space, we get that the difference of
two nondecreasing functions is of bounded variation. To prove the converse,
set

gi(z) = Vi (f), glz) =VZ(f) — f(=).

By Corollary 7.16 g is a nondecreasing function. We claim that gs is non-
decreasing too. Indeed, if x < y, then, using Proposition 7.15, we get
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g2(y) — golx) = VI (f) — (f(y) — f=z)).

|f(y) — fl=)] < V()

and hence the right hand side of (7.14) is nonnegative. Writing f = g; —
g2, we get the desired representation of [ as the difference between two
nondecreasing functions. L]

Theorem ' Let f:[a. bl — R be a function of bounded variation. Then
the set of points of [a,b] at which f s discontinuous is at most countable.
Furthermore f has a derivative almost everywhere on [a,b], f' € L'([a,b])

and .

b
/ I (2)ldz < VX(F).

Proof. Combining Theorem 7.5, Theorem 7.6 and Proposition 7.17 we im-
mediately obtain that f has no more than countably many points of discon-
tinuity, has a derivative almost everywhere on [a,b] and f € L'([a,b]). Since
fora<z<y<b

1F(y) — =) < V() =VE(F) = Vo (),

we get
| (z)] < (V) ae in[a,b]

Finally, using (7.5)

vb o
] |f'(z)|dz < / (VE(F)) dz < V7 ().

i

Proposition
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A function f : [a,b] — R s of bounded variation if and

only if the curve
y=f(z) a<z<b

is rectificable, i.e. has finate lenght'").

Proof. For any partition of [a, b] we get

n—1 n—1

Z. |flzi1) — flz)] < Z \/(1'1'+1 — )2+ (f(zi1) — flz:))?

i=0 i=0
n—1
<(b—a)+ Y |flzier) — flz:)].
i=0
Taking the least upper bound over all partitions we get the thesis. L]

Absolutely continuous functions

Definition A function f defined on an interval [a, b is said to be ab-
solutely continuous if, given £ > U, there i5s a 0 > U such that

Z | f(b) — flag)| < =
k=1

for every finite system of parrunse disjoint subintervals
(ag,bp) Cla ] k=1 n

of total length 3" ;_,(by — ai) less than d.
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Example Suppose f is a Lipschitz function on la,b] with Lipschitz

constant K'; then, choosing 6 = =, we immediately get that f is absolutely
continuous.
Remark

Clearly every absolutely continuous function is uniformly con-

tinuous, as we see by choosing a single subinterval (aq,b) C [a, b]. However,
a uniformly continuous function need not be absolutely continuous. For ex-
ample, the Vitali's function f constructed in Example 7.8 is continuous (and
hence uniformly continuous) on [0, 1], but not absolutely continuous on [0, 1].
In fact, for every n consider the set

[

1':2% with ay, ... dg & 1}

i—1

= {r e [0, 1]

which is the union of 2" pairwise disjoint closed intervals [;, each of which has
measure di (then the total length is {%]“]. Denoting by C' the Cantor set (see
Example 1.49), we have C' C C;; since, by construetion, the Vitali's function
is constant on the subintervals of [0, 1] \ C. then the sum (7.16) associated

to the system ([;) is equal to 1. Hence the Cantor set C' can be covered by
a finite system of subintervals of arbitrarily small length, but the sum (7.16)
associated to every such system is equal to 1. The same example shows
that a funection of bounded variation needs not be absolutely continuous. On
the other hand, an absolutely continuous function is necessarily of bounded

variation (see Proposition 7.27).

Proposition If f s absolutely continuous on [a,b], then f is of bounded
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variation on [a,bl.

Proof. Given any £ > (), there is a 4 > 0 such that

Z |f(bx) — flax)| < ¢
=1

for every finite system of pairwise disjoint subintervals (ay, by) C [a,b] such

that
n
Z”ﬁm — ) < d.
k=1

Hence if |a, 7] is any subinterval of length less than 4, we have

VE(f) <e.

[n]

Let a = 9 < 1 < ... < xx = b be a partition of [a,b] into N subintervals
[z, 1] all of length less than 4. Then, by Proposition 7.15,

VA(f) < Ne.

1
An immediate consequence of Definition 7.24 and obvious properties of
absolute value is the following.

Proposition [f [ is absolutely continuous on [a,b], then so is af,
where o ts any constant. Moreover, if f and g are absolutely continuous

on [a,b], then so s f + g.

It follows from Proposition 7.28 together with Remark 7.26 that the set
AC([a, b]) of all absolutely continuous functions on [a, b] is a proper subspace
of the linear space BV ([a,b]) of all functions of bounded variation on [a, b].
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Lemma [¢f g € L]_{iraij]}_hc such that [, g(t)dt = 0 for every subin-
terval I C [a,b]. Then g(z) =0 a.e. in [a.b)].

Proof. If we denote by 7 the family of all finite disjoint union of subintervals
of [a, b], it is immediate to see that T is an algebra and [, g(t)dt = 0 for every
A €Z. Let V be an open set in [a,b]; then V = U I, where I, C [a,}]
is a subinterval. For every n, since Ul ,I; € Z, we have .ﬁ;.'_ ;, g(t)dt = 0;
Lebesgue Theorem implies -

/gmm:mn/ g(t)dt =0
Jv n—oo un_ I,

Assume by contradiction the existence of E € B([a,b]) such that A(E) > 0
and g(z) > 0in E. By Theorem 1.55 there exists a compact set K C E such
that A(K') > 0. Setting V' = [a,b] \ K, V is an open set in [a, b]; then

b
Oz[gﬂ&z/gﬂﬁ+/gﬁﬁz/gﬁﬁ>&
J JYV JK g K

and the contradiction follows. L]

Returning to the problem of differentiating the indefinite Lebesgue in-
tegral, in the following Theorem we evaluate the derivative (7.1), thereby
giving an affirmative answer to the first of the two questions posed at the
beginning of the chapter.

Theorem If [ s absolutely continuous on [ﬂ._ b], then f has a derivative
almost everywhere on |a,b|, f' € L'(|a,b]) and

f(z) = fla)+ / f'(t)dt Yz e [a,b].
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Proof. By Proposition 7.27 f is of bounded variation; hence, by Theorem
7.18, f has a derivative almost everywhere and f' € L'([a,b]). To prove
(7.21) consider the function

glr) = / f'{f}dt.

Then, by Theorem 7.30, g is absolutely continuous on [a, b] and ¢'(z) = f'(z)
a.e. in [a,b]. Setting ® = g — f, ® is absolutely continuous, being the
difference of two absolutely continuous functions, and ®'(z) = 0 a.e. in [a. b].
It follows from the previous lemma that @ is constant, that is ®(x) = ®(a) =
fla) — gla) = f(a), by which

flz) = ®(z) + glz) = fla) + / f'(t)dt ¥z & [a,b].

Proposition

Let f : [a,b] — R. The follounng properties are equiva-
lent:
a) f s absolutely continuous on [a,bl;

b) f is of bounded variation on [a,b] and

b
[ F(OldE = V().
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Proof. |a) = b) | For any partition @ = xg < 21 < ... < xn = b of [a,b], by
Theorem 7.32 we have

n—1 n—1 n—1

"Tk+1 *Th+1 b
Z if{.'fﬁ-+] }_f{.?,‘.j.-_}: == Z ‘ / f-'(f}df“ S Z / |‘{.-"[L1;:I|df — [ H_.r{”idf
=0 VT L—0 ~ Tk Ja

k=0
which implies
b
v < [ 17wl

On the other hand, by Theorem 7.18, fﬂb | ()|dt < VE(f), and so VI(f) =
[21£(8)dt.

b) = a)| For every = € [a,b], using (7.15), we have

T fr b ]
Vi) = | If(#)lat :/ f.f’if]lltff—/ £ (8)ldt = V;(f) —[ f'(2)|dt

o 0

V) — V2 ) = V2(F)

where last equality follows from Proposition 7.15. Then we get
o
Yailih = / | f'(£)]|dt.
J

Since f' € L'([a,b]), Theorem 7.30 implies that the function z — VZ(f)
is absolutely continuous. Given any collection of pairwise disjoint intervals
(@, br), we have

n T n
- by an ;
D 1) = flar)l < D Vak(£) =D (Va (F) = Vi (£).
k=1 k=1 k=1
By the absolute continuity of z + V;°(f), the last expression on the right
approaches zero as the total length of the intervals (ay, by ) approaches zero.
This proves that f is absolutely continuous on [a, b|. L1
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POSSIBLE QUESTIONS

1. State and prove Vitali theorem.
2.Prove that a function f is bounded variation on [ a,b] if and only if f is the difference of two
monotone real valued functions on [a,b].
3. If fis integrable on [a,b] , then prove that the function F defined by F(x) = f; f(t)dtisa
continuous function of bounded variationon[a,b].
4. Prove that if f be an integrable function on [a ,b] , and suppose that F(x) = F(a) + f; f(t)dt
then
F '(x) =f(x) for almost all x in [a,b].
5. Prove that a function is an indefinite integral if and only if it is absolutely continuous.
6.Prove that every absolutely continuous function is the indefinite integral of its derivative.
7. Prove that if f is absolutely continuous on [ a, b], then it is of bounded variation on[a,b].
8. Prove that if f is bounded and measurable on [ a,b] and F(x) = f; f(t)dt + F(a) , then
F '(x) =f(x) for almost all x in [a,b].
9. If fis integrable on [a,b] and f:f(t)dt =0 for all x & [a,b] then prove that f(t)=0 a.e in
[a,b]

10.Prove that if fis absolutely continuous on [ a, b] and f ‘(x) = 0 a.e then fis constant.
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PART A (20x1=20 Marks)

(Question Nos. 1 to 20 Online Examinations)
Possible Questions

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
The dependence on the interval [a,b] or on the function f, If variance bounded variatic function measure bounded variation
A function f'is of bounded variation on [a,b] if and only if f Tow monotone r( Monotone Measure Real value Tow monotone real valued
A monotone function on[0.1] which is discontinuous at eacl continuous discontinuous rational point |point rational point
The derivative of the indefinite integral of an integral functi|integrand positive non integrand |negative integrand
A real valued function f defined on [a,b] is said to be continuous countable measure absolutely contir absolutely continuous
The of tow absolutely continuous function is absol sum odd different sum & differenc sum
If f is absolutely continuous on [a,b] then it is of on bounded continuous variation bounded variatic bounded variation
If f is absolutely continuous on [a,b]&f’(x)=0 a.e ,then fis |constant bounded variance continuous constant
A function F is an indefinite integral if and only if it is absolutely contin continuous bounded measure absolutely continuous
Every absolutely continuous function is the of its. indefinite integra integral continuous bounded indefinite integral
If X is any uncountable set & 6 the family of these subset walgebra countable uncountable  c-algebra c-algebra
A measure [ is called if p(x)<oo finite infinite uncountable  countable finite
which one is an a finite measure (0,1) [1,1] (1,1 [0,1] [0,1]
which one is an o-finite measure (-00,00) (0,00) (0,0) (00,-00) (-00,00)
the counting measure on an is a measure which is niuncountable infinite finite countable uncountable
Any measurable set contained in a set of ¢ finite measure i infinite measurat measurable o-finite measur: finite measurabl(o-finite measurable
Ifpis then every measurable set is of o-finite meas c-algebra o-finite Borel set countable set  o-finite
Every o-finite measure is semi finite constant finite infinite semi finite
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Measure Spaces

The first goal of the present chapter is to abstract the most important properties of Lebesgue
measure on the real line in the absence of any topology. We shall do this by giving
certain axioms that Lebesgue measure satisfies and base our theory on these axioms. As a
consequence our theory will be valid for every system satisfying the given axioms.

To establish that Lebesgue measure on the real line is a countably additive set function
on a o-algebra we employed only the most rudimentary set-theoretic concepts. We defined
a primitive set function by assigning length to each bounded interval, extended this set
function to the set function outer measure defined for every subset of real numbers, and then
distinguished a collection of measurable sets. We proved that the collection of measurable
sets is a or-algebra on which the restriction of outer measure is a measure. We call this the
Carathéodory construction of Lebesgue measure. The second goal of this chapter is to show
that the Carathéodory construction is feasible for a general abstract set X. Indeed, we show
that any nonnegative set function p defined on a collection S of subsets of X induces an
outer measure p* with respect to which we can identify a o-algebra M of measurable sets.
The restriction of pw* to M is a measure that we call the Carathéodory measure induced by
.. We conclude the chapter with a proof of the Carathéodory-Hahn Theorem, which tells us
of very general conditions under which the Carathéodory measure induced by a set function
p is an extension of p.

MEASURES AND MEASURABLE SETS

Recall that a o-algebra of subsets of a set X is a collection of subsets of X that contains the
empty-set and is closed with respect to the formation of complements in X and with respect
to the formation of countable unions and therefore, by De Morgan’s Identities, with respect
to the formation of intersections. By a set function p we mean a function that assigns an
extended real number to certain sets.
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Definition By a measurable space we mean a couple (X, M) consisting of a set X and a
a-algebra M of subsets of X. A subset E of X is called measurable (or measurable with respect
to M) provided E belongs to M.

Definition By a measure . on a measurable space (X, M) we mean an extended real-valued
nonnegative set function u: M — [0, oo] for which p(@) = 0 and which is countably additive
in the sense that for any countable disjoint collection (E;}{° | of measurable sets,

H(lj Ek) = § p( Ex ).
k=1 |

By a measure space ( X, M, p) we mean a measurable space (X, M) together with a measure
p defined on M.

One example of a measure space is (R, £, m), where R is the set of real numbers, £ the
collection of Lebesgue measurable sets of real numbers, and m Lebesgue measure. A second
example of a measure space is (R, B, m), where B is the collection of Borel sets of real
numbers and m is again Lebesgue measure. For any set X, we define M = 2%, the collection
of all subsets of X, and define a measure n by defining the measure of a finite set to be the
number of elements in the set and the measure of an infinite set to be co. We call n the
counting measure on X. For any o-algebra M of subsets of a set X and point x; belonging to
X, the Dirac measure concentrated at xp, denoted by 8,,, assigns 1 to a setin M that contains
xp and 0 to a set that does not contain xg: this defines the Dirac measure space (X, M, 8y,).
A slightly bizarre example is the following: let X be any uncountable set and C the collection
of those subsets of X that are either countable or the complement of a countable set. Then
C is a o-algebra and we can define a measure on it by setting u(A) = 0 for each countable
subset of X and p(B) = 1 for each subset of X whose complement in X is countable. Then
(X, C, ) is a measure space.

It is useful to observe that for any measure space (X, M, ), if X; belongs to M, then
(Xp, Mp, po) is also a measure space where Mj is the collection of subsets of M that are
contained in Xy and uy is the restriction of p to M;.
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Propoesition 1 Ler (X, M, p) be a measure space.

(Finite Additivity) For any finite disjoint collection (Ey);_, of measurable sets,
#(CJ Eﬁ) = i w( Ey ).
k=1 k=1
(Monotonicity) If A and B are measurable sets and A C B, then
n(A) < p(B).
(Excision) If, moreover, A C B and u(A) < oo, then

u(B~A)=p(B)—p(A),

so thatif u(A) = 0, then
u(B~A)=p(B).
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Proof Finite additivity follows from countable additivity by setting E; = @, so that
w(Er) =0, for k > n. By finite additivity,

p(B) = p(A) +p(B~4),
which immediately implies monotonicity and excision. To verify countable monotonicity,
define G| = E; and then define

k—1

U

oy = Ep~ forallk = 2.

Observe that

oo o0
[Gi )y, is disjoint, () Gy =|_) E and Gy C E; for all k.
k=1 k=1

From the monotonicity and countable additivity of p we infer that

.u_(Elfu(lj Ek)=#(GGk)=§n(Gk}E§p(Eﬂ- 0
k=1 k=1 k=1

k=1

The countable monotonicity property is an amalgamation of countable additivity and
monotonicity, which we name since it is invoked so frequently.

A sequence of sets {£;)7°, is called ascending provided for each k, E; C E;.;, and
said to be descending provided for each k, E; | C E}.

Proposition 2 (Continuity of Measure) Let (X, M, ) be a measure space.

(i) If {A);2, is an ascending sequence of measurable sets, then
oo
pl U A | = lim p(Ay). (1)
k=1 k=00
(i) If (B}, is a descending sequence of measurable sets for which u( B, ) < oo, then
F—(ﬂ B&) = lim p(By). (2)
k=1 —+ 00

The proof of the continuity of measure is the same, word for word, as the proof of the
continuity of Lebesgue measure on the real line; see page 44.
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The Borel-Cantelli Lemma Ler (X, M, u) be a measure space and (E;};2, a countable
a0
collection of measurable sets for which ¥, u( E;) < oo. Then almost all x in X belong to at
k=1
most a finite number of the E;’s.
oo
Proof For each n, by the countable monotonicity of p, p(IUp2, Ex) < 3 w(Ex). Hence, by
k=n

the continuity of u,

n=1 | k=n k=n

s 4] o] . oo . 2.2]
w MU E| | = lim p(UJ Ei) < lim 3 u(Ee) =0.
k=n
Observe that N2, (U5, Ex] is the set of all points in X that belong to an infinite number of
the E;'s. O

Definition Lef (X, M, ) be a measure space. The measure p is called finite provided
u( X) < oo. Itis called o-finite provided X is the union of a countable collection of measurable
sets, each of which has finite measure. A measurable set E is said to be of finite measure
provided p( E) < oo, and said to be o-finite provided E is the union of a countable collection
of measurable sets, each of which has finite measure.

Regarding the criterion for o-finiteness, the countable cover by sets of finite measure
may be taken to be disjoint. Indeed, if {X;}2, is such a cover replace, for k > 2, each X;
by X; ~ Uﬁ;} X ; to obtain a disjoint cover by sets of finite measure. Lebesgue measure on
[0, 1] is an example of a finite measure, while Lebesgue measure on (—oo, cc) is an example
of a o-finite measure. The counting measure on an uncountable set is not o-finite.

Many familiar properties of Lebesgue measure on the real line and Lebesgue integration
for functions of a single real variable hold for arbitrary o-finite measures, and many
treatments of abstract measure theory limit themselves to o-finite measures. However, many
parts of the general theory do not require the assumption of o-finiteness, and it seems
undesirable to have a development that is unnecessarily restrictive.

Definition A measure space (X, M, p) is said to be complete provided M contains all
subsets of sets of measure zero, that is, if E belongs to M and p( E) = (), then every subset of
E also belongs to M.

We proved that Lebesgue measure on the real line is complete. Moreover, we also
showed that the Cantor set, a Borel set of Lebesgue measure zero, contains a subset that
is not Borel; see page 52. Thus Lebesgue measure on the real line, when restricted to the
o-algebra of Borel sets, is not complete. The following proposition, whose proof is left to the
reader (Problem 9), tells us that each measure space can be completed. The measure space
(X, My, po) described in this proposition is called the completion of (X, M, i).

Proposition 3 Let (X, M, u) be a measure space. Define My to be the collection of subsets
E of X of the form E = AU B where B € Mand A C C for some C € M for which u(C) = 0.
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For such a set E define po(E) = u(B). Then My is a o-algebra that contains M, ug is a
measure that extends p, and (X, My, po) is a complete measure space.

MEASURABLE FUNCTIONS

For a measurable space (X, M), the concept of a measurable function on X is identical
with that for functions of a real variable with respect to Lebesgue measure. The proof of the
following proposition is exactly the same as the proof for Lebesgue measure on the real line;
see page 54.

Proposition 1 Let (X, M) be a measurable space and f an extended real-valued function

defined on X. Then the following statements are equivalent:

(i) For each real number c, the set {x € X | f(x) < ¢} is measurable.
(i) For each real number ¢, the set {x € X | f(x) < ¢} is measurable.
(iii) For each real number c, the set {x € X | f(x) > ¢} is measurable.
(iv) For each real number c, the set (x € X | f(x) = ¢} is measurable.

Each of these properties implies that for each extended real number c,

the set {x € X | f(x)=c} is measurable.

Definition Let (X, M) be a measurable space. An extended real-valued function f on X is
said to be measurable (or measurable with respect to M) provided one, and hence all, of the
four statements of Propaosition 1 holds.

For a set X and the o-algebra M = 2% of all subsets of X, every extended real-valued
function on X is measurable with respect to M. At the opposite extreme, consider the
o-algebra M = (X, @}, with respect to which the only measurable functions are those that
are constant. If X is a topological space and M is a o-algebra of subsets of X that contains the
topology on X, then every continuous real-valued function on X is measurable with respect
to M. In Part 1 we studied functions of a real variable that are measurable with respect to
the o-algebra of Lebesgue measurable sets.

Since a bounded, open interval of real numbers is the intersection of two unbounded,
open intervals and each open set of real numbers is the countable union of a collection of
open intervals, we have the following characterizaton of real-valued measurable functions
(see also Problem 1).
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Proposition 2 Let (X, M) be a measurable space and f a real-valued function on X. Then
f is measurable if and only if for each open set © of real numbers, f~'(0) is measurable.

For a measurable space (X, M) and measurable subset E of X, we call an extended
real-valued function f that is defined on E measurable provided it is measurable with
respect to the measurable space ( E, Mg), where Mg is the collection of sets in M that
are contained in E. The restriction of a measurable function on X to a measurable set is
measurable. Moreover, for an extended real-valued function f of X and measurable subset
E of X, the restriction of f to both E and X ~ E are measurable if and only if f is measurable
on X.

Proposition 3 Let (X, M, u) be a complete measure space and X, a measurable subset of
X for which u(X ~ Xo) = 0. Then an extended real-valued function f on X is measurable if
and only if its restriction to Xy is measurable. In particular, if g and h are extended real-valued
functions on X for which g = h a.e. on X, then g is measurable if and only if h is measurable.

Proof Define f; to be the restriction of f to Xj. Let ¢ be a real number and E = (¢, o).

If f is measurable, then f~'(E) is measurable and hence so is f~1(E) N Xo = f; ' (E).
Therefore f; is measurable. Now assume fj is measurable. Then

FUEY=f7 (E)UA,

where A is a subset of X ~ Xj,. Since (X, M, u) is complete, A is measurable and hence
so is f~1(E). Therefore the function f is measurable. The second assertion follows from
the first. B

This proposition is false if the measure space ( X, M, u ) fails to be complete (see Problem 2).
The proof of the following theorem is exactly the same as the proof in the case of Lebesgue
measure on the real line; see page 56.

Theoremd4 Let (X, M) be ameasurable space and f and g measurable real-valued functions
on X.

(Linearity) For any real numbers a and B,
af + Bg is measurable.

(Products)
f - g is measurable.

(Maximum and Minimum) The functions max{ f, g} and min{ f, g} are measurable.
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Remark The sum of two extended real-valued functions is not defined at points where the
functions take infinite values of opposite sign. Nevertheless, in the study of linear spaces of
integrable functions it is necessary to consider linear combinations of extended real-valued
measurable functions. For measurable functions that are finite almost everywhere, we proceed
as we did for functions of a real variable. Indeed, for a measure space (X, M. p), consider
two extended real-valued measurable functions f and g on X that are finite a.e. on X. Define
Xy to be the set of points in X at which both f and g are finite. Since fand g are measurable
functions, Xy is a measurable set. Moreover, u(X ~ Xy) = 0. For real numbers a and B,
the linear combination af + Bg is a properly defined real-valued function on Xo. We say
that o f + Bg is measurable on X provided its restriction to Xy is measurable with respect to
the measurable space ( Xy, M), where My is the o-algebra consisting of all sets in M that
are contained in Xo. If (X, M, p) is complete, Proposition 3 tells us that this definition is
equivalent to the assertion that one, and hence any, extension of a.f + Bg on X to an extended
real-valued function on all of X is a measurable function on X. We regard the function a f + Bg
on X as being any measurable extended real-valued function on X that agrees with a f + Bg on
Xo. Similar considerations apply to the product of f and g and their maximum and minimum.
With this convention, the preceding theorem holds if the extended real-valued measurable
functions f and g are finite a.e. on X.

We have already seen that the composition of Lebesgue measurable functions of a
single real variable need not be measurable (see the example on page 58). However, the
following composition criterion is very useful. It tells us, for instance, that if f is a measurable
function and 0 < p < oo, then | f|” also is measurable.

Proposition 5 Let (X, M) be a measurable space, f a measurable real-valued function on
X, and ¢: R — R continuous. Then the composition ¢ o f: X — R also is measurable.

Proof Let O be an open set of real numbers. Since ¢ is continuous, ¢~!((?) is open. Hence,
by Proposition 2, f (¢ 1(0)) = (¢ o f)"}(0O) is a measurable set and so g o f is a
measurable function. 0]

A fundamentally important property of measurable functions is that, just as in the
special case of Lebesgue measurable functions of a real variable, measurability of functions
is preserved under the formation of pointwise limits.

Theorem 6 Let (X, M, p) be a measure space and | f,} a sequence of measurable functions
on X for which (f,) — f pointwise a.e. on X. If either the measure space (X, M, u) is
complete or the convergence is pointwise on all of X, then f is measurable.
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Proof In view of Proposition 3, possibly by excising from X a set of measure 0, we
suppose the sequence converges pointwise on all of X. Fix a real number ¢. We must
show that the set {x € X | f(x) < c} is measurable. Observe that for a point x € X, since
lim, o0 fu(x) = f(x), f(x) < cif and only if there are natural numbers n and k such that
for all j > k, fi(x) <c — 1/n. But for any natural numbers n and j, since the function f; is
measurable, the set {x € X | f;(x) <c — 1/n} is measurable. Since M is closed with respect
to the formation of countable intersections, for any k,

o0
n{xeX! fi(x)<c—1/n}
i=k
also is measurable. Consequently,
o0
frex| s<d= U |Nfxex| fm<e—1n)
l1<kn<oo | j=k
is measurable since M is closed with respect to the formation of countable unions. O

This theorem is false if the measure space fails to be complete (see Problem 3).

Corollary 7 Let (X, M, p) be a measure space and { f,,} a sequence of measurable functions
on X. Then the following functions are measurable:

" sup{f,), inf (f,), limsup{f,}, liminf(£,).

Definition Let (X, M) be a measurable space. For a measurable set E, its characteristic
fanction, y, is the function on X that takes the value 1 on E and 0 on X ~ E. A real-valued
function yr on X is said to be simple provided there is a finite collection {Ex);_, of measurable
sets and a corresponding set of real numbers {c};_; for which

n
lﬂ=2ck-xgtm’lx.
k=1

Observe that a simple function on X is a measurable real-valued function on X that
takes a finite number of real values.
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The Simple Approximation Lemma Let (X, M) be a measurable space and f a measurable
function on X that is bounded on X, that is, there is an M > 0 for which |f| < M on X. Then
for each € > 0, there are simple functions ¢. and . defined on X that have the following
approximation properties:

e < f<Peand 0 <y, — . <€on X.

Proof Let [c, d) be a bounded interval that contains the image of X, f( X), and
E=WNEN S Yl e =d
a partition of the closed, bounded interval [c, d] such that y; — y,_; <efor1 < k < n, Define
I =[y—1. y)and X; = f (L) for1 <k <n.
Since each [; is an interval and the function f is measurable, each set X; is measurable.

Define the simple functions ¢, and ¢, on X by

n n
Pe = 3, Yi-1- Xx; and e = D) ¥k - Xx;-
k=1 k=1

Let x belong to X. Since f(X) C [c, d), there is a unique k,1 < k < n, for which
Yi-1 = f(x) < yi and therefore

Pe(x) = W1 = f(x) < = ().

But y; — y4—1 < ¢, and therefore ¢, and . have the required approximation properties. [
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The Simple Approximation Theorem Let (X, M, p) bea measure space and f a measurable
function on X. Then there is a sequence (1, ) of simple functions on X that converges pointwise
on X to [ and has the property that

lya| < |flon X for all n.

(1) If X is o-finite, then we may choose the sequence [\, ) so that each 1, vanishes outside
a set of finite measure.

(it) If [ is nonnegative, we may choose the sequence (i} to be increasing and each i, = 0
onX.

Proof Fix a natural number n. Define E, = {x € X||f(x)| < n). Since |f| is a measurable
function, E, is a measurable set and the restriction of f to E, is a bounded measurable
function. By the Simple Approximation Lemma, applied to the restriction of f to E, and
with the choice of € = 1/n, we may select simple functions k, and g, on E,, which have the
following approximation properties:

hy < f<gpand0<g,—h, <1/nonE,.

For xin E,, define ,(x) = 0 if f(x) = 0, yn(x) = max{h,(x),0} if f(x) >0 and
¥n(x) = min{g,(x), 0} if f(x) < 0. Extend y, to all of X by setting y,(x) =n if f(x)>n

and ,(x) = —n if f(x) < —n. This defines a sequence {y,} of simple functions on X. It
follows, as it did in the proof for the case of Lebesgue measurable functions of a real variable
(see page 62), that, for each n, |y,| < |f] on X and the sequence i, } converges pointwise
on X to f.

If X is o-finite, express X as the union of a countable ascending collection {X,}>* | of
measurable subsets, each of which has finite measure. Replace each i, by 4, - xx, and (i) is
verified. If f is nonnegative, replace each ¢, by max; <;<, || and (ii) is verified. Ol

The proof of the following general form of Egoroff's Theorem follows from the
continuity and countable additivity of measure, as did the proof in the case of Lebesgue
measurable functions of a real variable; see page 65.

EgorofPs Theorem Let (X, M, u) be a finite measure space and {f,} a sequence of
measurable functions on X that converges pointwise a.e. on X to a function [ that is finite a.e.
on X. Then for each € > (), there is a measurable subset X of X for which

{fa} — f uniformly on X. and (X ~ X ) <e.
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INTEGRATION OF NONNEGATIVE MEASURABLE FUNCTIONS

Definition Let (X, M, p) be a measure space and s a nonnegative simple function on X.
Define the integral of y over X, [, Wdp, as follows: if y = 0 on X, define fwdp = 0.
Otherwise, let ¢y, ¢y, ..., ¢, be the positive values taken by iy on X and, for 1 < k < n, define
Ey =[x € X |¢(x) = ci}. Define

[ vau=3 a-u(E) (1)
X k=1

using the convention that the right-hand side is oo if, for some k, p( Ey ) = oo. For a measurable
subset E of X, the integral of i over E with respect to . is defined to be [,y - xpdp and
denoted by [ f dp.

Proposition 8 Let (X, M, ) be a measure space and ¢ and \ nonnegative simple function
on X. If a and B are positive real numbers, then

[lav+p-dlau=a- [ vdu+p: [ van @)
X X X
If A and B are disjoint measurable subsets of X, then
¢d#=f¢d#+f¢du- 3)
AUR A R

In particular, if X, C X is measurable and p( X ~ Xy) =0, then
f wdp= | Ydp. (4)
X Xo

Furthermore, if < ¢ a.e. on X, then
[ vaus [ odu. )
X X

Proof If either  or ¢ is positive on a set of infinite measure, then the linear combination
a - + B - ¢ has the same property and therefore each side of (2) is infinite. We therefore
assume both ¢ and ¢ vanish outside a set of finite measure and hence so does the linear
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combination « - ¥ + B - ¢. In this case the proof of (2) is exactly the same as the proof
for Lebesgue integration of functions of a real variable (see the proofs of Lemma 1 and
Proposition 2 on page 72). The additivity over domains formula follows from (2) and the
observation that, since A and B are disjoint,

Y-xaup=V¥-xa+y-xponX.

To verify (5), first observe that since the integral of a simple function over a set of measure
zero is zero, by (3), we may assume ¢ < @ on X. Observe that since ¢ and i take only a finite
number of real values, we may express X as [J;_; X, a disjoint union of measurable sets for
which both ¢ and ¢ are constant on each X;. Therefore

¢ = ax- xx, ande = by yx, where a; <b; for1 <k =<n. (6)
k=1 k=1

But (2) extends to finite linear combinations of nonnegative simple functions and therefore
(5) follows from (6). O

Definition Let (X, M, p) be a measure space and f a nonnegative extended real-valued
measurable function on X. The integral of f over X with respect to ., which is denoted by
[y f du, is defined to be the supremum of the integrals [, ¢ d as ¢ ranges over all simple
functions ¢ for which 0 < ¢ < f on X. For a measurable subset E of X, the integral of [ over
E with respect to . is defined to be [, f - xp dp and denoted by [ fdp.

We leave it as an exercise to verify the following three properties of the integral of
nonnegative measurable functions. Let { X, M, u) be a measure space, g and h nonnegative
measurable functions on X, X;; a measurable subset of X, and « a positive real number. Then
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fa-gd#=&‘fgdn: (7)
X X
if g <hae onX, then f gd;mgf hdu; (8)
X X
fgdﬂ:f gdpif pu(X~Xp) =0. 9
X Xp

Chebychev’s Inequality Ler (X, M, u) be a measure space, [ a nonnegative measurable
function on X, and X a positive real number. Then

plrex| f{xizl}ﬁ%‘fxfdn. (10)

Proof Define Xy =[x € X| f(x)=Alandgp = A- xx,. Observe that0 <¢ < fon X and ¢
is a simple function. Therefore, by definition,

~ -

ﬂ-n{Xa}=L¢du£Lfdp.

Divide this inequality by A to obtain Chebychev’s Inequality.

Proposition 9 Ler (X, M, u) be a measure space and f a nonnegative measurable function
on X for which [, fdp < oc. Then f is finite a.e. on X and {x € X | f(x) > 0} is o-finite.

Proof Define X = {x € X| f(x) = oo} and consider the simple function ¢ = yx_. By
definition, [, ydp = (X ) andsince 0 < < fon X, p(Xo) < fx fdp < oo, Therefore
f is finite a.e. on X. Let n be a natural number. Define X, = {x € X| f(x) = 1/n}. By
Chebychev's Inequality,

..
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w(Xn) En-f fdp <o0.
X

Moreover,

o
{xeX| f(x)>0}=JE,
n=l
Therefore the set (x € X | f(x) > 0} is o-finite.

Fatou’s Lemma Let (X, M, u) be a measure space and (f,} a sequence of nonnegative
measurable functions on X for which {f,) — f pointwise a.e. on X. Assume f is measurable.
Then

ffdp*_:]iminff fudp. (11)
X X

Proof Let X be a measurable subset of X for which u( X ~ Xy) = 0and {f,} — f pointwise
on Xg. According to (9), each side of (11) remains unchanged if X is replaced by X;. We
therefore assume X = Xg. By the definition of [, f du as a supremum, to verify (11) it is
necessary and sufficient to show that if ¢ is any simple function for which 0 < ¢ < f on X,
then ;

f ¢dp < lim 'mff fadp. (12)
X X

Let ¢ be such a function. This inequality clearly holds if | x pdp = 0. Assume [y edu>0.

Case l: fx @dp = 00. Then there is a measurable set X, C X and a>0for which p( X ) = 00
and ¢ = a on X. For each natural number n, define

Ay={xeX| fi(x)>a/2forallk >n}.

Then {A,)3° , is an ascending sequence of measurable subsets of X. Since Xo, C U2, Ay,

by the continuity and monotonicity of measure,

o0

lim u(Aq) = (U 4n) > p(Xos) = o0.

=30 1
n=

However, by Chebychev’s Inequality, for each natural number n,

2 2
u(ﬁn)i—f fndui—fﬁzdui
a An atx

Therefore lim, . [y fodp = 00 = [, edp.
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Case 2:0< [, ¢dp < 0o. By excising from X the set where ¢ takes the value 0, the left-hand
side of (12) remains unchanged and the right-hand side does not increase. Thus we may
suppose that ¢ >0 on X and therefore, since ¢ is simple and |, ¢du < oo, p(X) < oc. To
verify (12), choose € > (). For each natural number n, define

X, ={xeX| filx)>(1-€)e(x)forallk >n}.

Then {X,)} is an ascending sequence of measurable subsets of X whose union equals X.
Therefore {X ~ X} is a descending sequence of measurable subsets of X whose intersection
is empty. Since u( X) < co, by the continuity of measure, limy_, o p( X ~ X, ) = 0. Choose
an index N such that u(X ~ X, ) <€ for all n > N. Define M > 0 to be the maximum of
the finite number of values taken by ¢ on X. We infer from the monotonicity and positive
homogeneity properties, (8) and (7), of integration for nonnegative measurable functions,
the additivity over domains and monotonicity properties, (3) and (5), of integration for
nonnegative simple function and the finiteness of [, ¢ du that, forn > N,

Lfnduz : fadp 2 (1-€) [y edu

=(1-) [ pdu-(1-e) [ pdn
X X~X,

iil-f)fxﬁﬂd.u—j; ) pdu

2(1—6]].;@5&;—45-!4{
=fqup-—£!f¢pdﬂ+M
X X

liminff f"du:_*fqodp,—-e
X X

Hence

[ oau+m
X
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This inequality holds for all € > 0 and hence, since [, ¢du + M is finite, it also holds for
e=0. ]

In Fatou's Lemma, the limit function f is assumed to be measurable. In case {f,)
converges pointwise to f on all of X or the measure space is complete, Theorem 6 tells us
that f is measurable.

We have already seen in the case of Lebesgue integration on the real line that the
inequality (11) may be strict. For instance, it is strict for Lebesgue measure on X = [0, 1] and
fa =n- X0, 1/n) for all n. It 1s also strict for Lebesgue measure on X = R and f, = x(n, n41]
for all n. However, for a sequence of measurable functions { f, } that converges pointwise on

X to f,in the case of Lebesgue integration for functions of a real variable, we established a
number of criteria for justifying passage of the limit under the integral sign, that is,

lim [f fadp =f [h’m f,.,] dp.
n—00 X x =00

Each of these criteria has a correspondent in the general theory of integration. We first
establish a general version of the Monotone Convergence Theorem.

The Monotone Convergence Theorem Ler (X, M, u) be a measure space and {f,) an
increasing sequence of nonnegative measurable functions on X. Define f(x) = lim,_, o0 fu(x)
for each x € X. Then

tim [ fodu= [ g

lim ﬁ,d,u;:j fdu.
H— 00 X X

Proof Theorem 6 tells us that f 1s measurable. According to Fatou’s Lemma,

f fdu < liminff fodp.
X X
However, for each n, f, < f on X, and so, by (8), [y fudp < [y f dp. Thus

[imsupf f,,dpsf fduw.

X X

Hence

[ sau=jim [ fudu 0

X LB
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POSSIBLE QUESTIONS

1. If f be an extended real valued function defined on X. Then prove that the following
statements are equivalent.(i){x: f(x) > o} € B for each a
(i) {x: f(x) <a} € B for each
(ii1) {x: f(x) <a}€ B for each a
(iv) {x: f(x) =a}€ B for each a
2. If c is a constant and the function f and g are measurable then so are the functions
f+c,cf f.g&fvg.Moreover if { fn } is a sequence of measurable functions then prove
that sup fn, inf f., lim f, and lim f, are all measurable.
3. (i) If u is a complete measure and f is a measurable functionthen f=ga.e = gis
measurable.
ii)If Ae B,Be B and AcB then u(4) < u(B).
4. If { fn } be a sequence of nonnegative measurable function that converges a.e on the set E
to a function f then prove that [ f < lim f .
5. If { fn } be a sequence of nonnegative measurable function which converges a.e to a
function f and suppose that fn < f,V n then prove that [ f =limn [ f, .

6. If g be integrable over E and suppose that { f, }is a sequence of measurable functions
such that on E |fn(x)| < g(x) and such that a.e on E, fn(x) — f(x) then prove that
Jof =lim [_fn.

7. Prove that if Eie B ,u Ei <o and E > E i+1 then p(NjZ, E;) = 1}1_{1010 UE,

8. If fand g are non negative measurable functions and a and b non negative constants  then
provethat f[af + bg=af f+b [ g
9. Prove that if (X, B ) be a measurable space, <un> a sequence of measures that converge
set wise to a measure u and <f,>a sequence of non negative measurable functions that
converge pointwise to the function then [ f du < lim [ f, du,
10. If fand g are integrable function & E is measurable then prove that
@) [, cif+cg =ci [, f+caf g () If|h| <|[f| then his measurable .
(©If f =g aethen [.f>] g
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Signed measures-The Radon-Nikodym theorem - the LP Spaces.

SIGNED MEASURES:

Observe that if 1; and u; are two measures defined on the same measurable space (X, M),
then, for positive numbers « and 8, we may define a new measure u3 on X by setting

pi(E)=a - p(E)+ B p(E) forall Ein M.

It turns out to be important to consider set functions that are linear combinations of measures
but with coefficients that may be negative. What happens if we try to define a set function »
on M by

v(E) = p(E) — pa(E) for all Ein M?
The first thing that may occur is that » is not always nonnegative. Moreover, »( E) is not

even defined for E € M such that py(E) = ps( E) = oo. With these considerations in mind
we make the following definition.

Definition By a signed measure v on the measurable space (X, M) we mean an extended
real-valued set function v: M — [—o0, 00| that possesses the following properties:

(1) v assumes at most one of the values +oc, —o0.
(i) v(@) =0.

(iii) For any countable collection {Ey};2, of disjoint measurable sets,

I-'(CJ Ex) = i v(Ex),
k=1 k=]

where the series 3.2° | v( E}. ) converges absolutely if v( G E} ) is finite.
k=1
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A measure is a special case of a signed measure. It is not difficult to see that
the difference of two measures, one of which is finite, is a signed measure. In fact, the
forthcoming Jordan Decomposition Theorem will tell us that every signed measure is the
difference of two such measures.

Let v be a signed measure. We say that a set A is positive (with respect to v) provided
A is measurable and for every measurable subset E of A we have v( E) > 0. The restriction
of v to the measurable subsets of a positive set is a measure. Similarly, a set B is called
negative (with respect to ») provided it is measurable and every measurable subset of B has
nonpositive » measure. The restriction of —» to the measurable subsets of a negative set also
is a measure. A measurable set is called mull with respect to » provided every measurable
subset of it has » measure zero. The reader should carefully note the distinction between a
null set and a set of measure zero: While every null set must have measure zero, a set of
measure zero may well be a union of two sets whose measures are not zero but are negatives
of each other. By the monotonicity property of measures, a set is null with respect to a
measure if and only if it has measure zero. Since a signed measure v does not take the values
oo and —oo, for A and B measurable sets,

if A C Band |v(B)| < oo, then [v(A)| < oc. (3)

Proposition 4 Let v be a signed measure on the measurable space (X, M). Then every
measurable subset of a positive set is itself positive and the union of a countable collection of
positive sets is positive.

Proof The first statement is trivially true by the definition of a positive set. To prove the
second statement, let A be the union of a countable collection {A;}72, of positive sets. Let E
be a measurable subset of A. Define E; = EN A;. For k > 2, define

Er=[ENA;]~[A1U...UA 4]
Then each E is a measurable subset of the positive set A; and therefore »( E; ) = 0. Since E
is the union of the countable disjoint collection {E}}72;,

o0

v(E)="S v(Es) > 0.

k=1
Thus A is a positive set. n
Hahn’s Lemma Let v be a signed measure on the measurable space (X, M) and E a

measurable set for which 0 < v( E) < 0o. Then there is a measurable subset A of E that is
positive and of positive measure.
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Proof If E itself is a positive set, then the proof is complete. Otherwise, E contains sets of
negative measure. Let m; be the smallest natural number for which there is a measurable set
of measure less than —1/m;. Choose a measurable set E; C E with »(E;) < —1/m;. Letn
be a natural number for which natural numbers my, ..., m, and measurable sets Ey, ..., E,
have been chosen such that, for 1 < k < n, m; is the smallest natural number for which there
is a measurable subset of E ~ U’};} E; of measure less than —1/m; and Ej is a subset of

[E~ 2] Ej] for which v(E;) < —1/m.

If this selection process terminates, then the proof is complete. Otherwise, define

k=1

o0 oo
A=E~|J E, sothat E= AU { E;(] is a disjoint decomposition of E.
k=1

Since ;Y E; is a measurable subset of E and |[v(E)| < oo, by (3) and the countable
additivity of »,

—00 < P(G E;:) = § P(Ek} < § -1/my.
k=1

k=1 k=1

Thus limy_, o my = 00. We claim that A is a positive set. Indeed, if B is a measurable subset
of A, then, for each k,

k-1
BCACE~ || JEj|,
j=1
and so, by the minimal choice of my, »(B) = —1/(m; — 1). Since limy_, oo m; = o0, we have
»(B) = 0. Thus A is a positive set. It remains only to show that »( A) > 0. But this follows

o0
from the finite additivity of w since v( E) >0and v( E~A) = v(U2, Ex) = X v(E;)<0.0]
k=1

The Hahn Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there is a positive set A for v and a negative set B for v for which

X=AUBand ANB=4.

Proof Without loss of generality we assume +oc is the infinite value omitted by v. Let P be
the collection of positive subsets of X and define A = sup {v(E) | E € P}. Then A > 0 since
P contains the empty set. Let {A;}72, be a countable collection of positive sets for which
A = limg_, 00 ¥(Ag ). Define A = U2 Ax. By Proposition 4, the set A is itself a positive set,
and so A > »( A). On the other hand, for each k, A~ 4; C A and so »( A~ A;) = 0. Thus

v(A) =v(Ar) +v(A~AL) =2 v(AL).

Hence v(A) = A. Therefore »(A) = A, and A < oo since » does not take the value oo.
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Let B = X~ A. We argue by contradiction to show that B is negative. Assume B is
not negative. Then there is a subset E of B with positive measure and therefore, by Hahn'’s
Lemma, a subset £ of B that is both positive and of positive measure. Then AU Ep is a
positive set and

v(AUEp) =v(A)+v(Ep) > A,

a contradiction to the choice of A. O

A decomposition of X into the union of two disjoint sets A and B for which A is positive
for v and B negative is called a Hahn decomposition for v. The preceding theorem tells us of
the existence of a Hahn decomposition for each signed measure. Such a decomposition may
not be unique. Indeed, if (A, B} is a Hahn decomposition for v, then by excising from A a null
set E and grafting this subset onto B we obtain another Hahn decomposition {A~ E, BU E}.

If (A, B} is a Hahn decomposition for », then we define two measures »* and »~ with
v =wv" — v~ by setting

v (E)=v(ENA)and v~ (E) = —»(EN B).

Two measures v, and vz on (X, M) are said to be mutually singular (in symbols »; 1 1)
if there are disjoint measurable sets A and B with X = A U B for which »1(A) = 1 B) = (.
The measures »* and v~ defined above are mutually singular. We have thus established the

existence part of the following proposition. The uniqueness part is left to the reader (see
Problem 13).

The Jordan Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there are two mutually singular measures v* and v~ on (X, M) for which
v = v — v~. Moreover, there is only one such pair of mutually singular measures.

The decomposition of a signed measure » given by this theorem is called the Jordan
decomposition of v. The measures »* and v~ are called the positive and negative parts (or
variations) of ». Since v assumes at most one of the values +oc and —oo, either v* or v~
must be finite. If they are both finite, we call » a finite signed measure. The measure |v| is
defined on M by

WI(E)=v"(E)+v (E)forall E e M.
We leave it as an exercise to show that

l

pI(X) =sup Y, [v(Ex)l, (4)

k=1

where the supremum is taken over all finite disjoint collections {E}}}_, of measurable subsets
of X. For this reason |v|( X ) is called the total variation of v and denoted by ||¥|lar-
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Example Let f: R — R be a function that is Lebesgue integrable over R. For a Lebesgue
measurable set E, define »(E) = [, fdm. We infer from the countable additivity of
integration (see page 90) that » is a signed measure on the measurable space (R, £). Define

A={xeR| f(x)>0}and B = {x € R| f(x) <0} and define, for each Lebesgue measurable
set k,

vH(E) = fdmandv™(E) = - fdm.
ANE BNE

Then {A, B} is a Hahn decomposition of R with respect to the signed measure ». Moreover,
v=v" — v~ is a Jordan decomposition of v.

THE CARATHEODORY MEASURE INDUCED BY AN OUTER MEASURE

We now define the general concept of an outer measure and of measurability of a set with
respect to an outer measure, and show that the Carathéodory strategy for the construction
of Lebesgue measure on the real line is feasible in general.

Definition A set function p: & — [0, oc] defined on a collection S of subsets of a set X
is called countably monotone provided whenever a set E € § is covered by a countable
collection (Ex} | of setsin S, then

b8

w(E) = 2, n(Ex).

k

As we already observed, the monotonicity and countable additivity properties of a
measure tell us that a measure is countably monotone. If the countably monotone set
function w: § — [0, oo] has the property that @ belongs to § and (@) = 0, then w is finitely
monotone in the sense that whenever a set E € § is covered by a finite collection [E;};_, of
setsin S, then

w(E) < S u(E)
k=1

To see this, set E; = @ for k > n. In particular, such a set function p is monotone in the sense
that if A and B belong to S and A C B, then u(A) < p(B).

Definifion A set function u*: 2% — [0, o] is called an outer measure provided p*(#) = 0
and p* is countably monotone.
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Guided by our experience in the construction of Lebesgue measure from Lebesgue
outer measurc on the real line, we follow Constantine Carathéodory and define the
measurability of a set as follows.

Definition For an outer measure p*: 2* — [0, 0c], we call a subset E of X measurable (with
respect to u*) provided for every subset A of X,

p*(A) =p*(ANE)+u*(ANEC).

Since p* is finitely monotone, to show that E C X is measurable it is only necessary to
show that

p*(A) = p* (ANE)+pu* (AN EC) for all A C X such that u*(A) < o0.

Directly from the definition we see that a subset E of X is measurable if and only if its
complement in X is measurable and, by the monotonicity of u*, that every set of outer
measure zero is measurable. Hereafter in this section, p*: 2¥ — [0, oo] is a reference outer
measure and measurable means measurable with respect to pu*.

Proposition 5 The union of a finite collection of measurable sets is measurable.

Proof We first show that the union of two measurable sets is measurable. Let E; and E3
be measurable. Let A be any subset of X. First using the measurability of Ej, then the
measurability of E;, we have
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p*(A) =p*(ANE)+p*(ANES)
=p*(ANE) +p*([ANEFIN Ex) + p*([ANEF] N ES).

Now use the set identities

[ANESINES = AN[E U Ep]©

and
[ANE;JU[ANE;NES] = AN[E U E],

together with the finite monotonicity of outer measure, to obtain
p'(A) =p*(ANE;)+u*(ANES)
=u*(ANE) +p*([ANESINEy) + p*([ANEF]NES)
=p*(ANE;) +p*([ANEF]N E2) + p*(AN[E1VE])

> p*(AN[E1VUE]) +p*(AN[E1 U E°).

Thus E; U E is measurable. Now let {E};_, be any finite collection of measurable
sets. We prove the measurability of the union ;_; Ex, for general n, by induction. This is
trivial for n = 1. Suppose it is true for n — 1. Thus, since

n n—1
U Ev=||J Ex|VE,
k=1 k=1
and the union of two measurable sets is measurable, the set |J;_; Ex is measurable. L

Proposition 6 Let A C X and {Ex};_, be a finite disjoint collection of measurable sets. Then

u* (Ar‘l

In particular, the restriction of p* to the collection of measurable sets is finitely additive.

CJ Ek]) =§H‘,#*(Aﬂ Ey).

k=1 k=1
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Proof The proof proceeds by induction on n. It is clearly true for n = 1, and we assume it is
true for n — 1. Since the collection (E}};_,; is disjoint,

n
A n{Ua]nm:AnEﬂ
k=1

and 1
n n-
AN UEk]nEf=An J Ex|-
k=1 k=1
b=t | =

Hence by the measurability of E, and the induction assumption, we have

n—1
plAN U Ex
k=1
n—1

=p*(ANE,)+ > n*(ANE)
k=1

kGIEk]) — W (ANE,) +p* (A N

n
k=1

Proposition 7 The union of a countable collection of measurable sets is measurable.

Proof Let E = (U2, E;, where each Ej is measurable. Since the complement in X of
a measurable set is measurable and, by Proposition 5, the union of a finite collection
of measurable sets is measurable, by possibly replacing each E; with E;~ Uf:"li E;, we
may suppose that {E;}?°, is disjoint. Let A be any subset of X. Fix an index n. Define
F, =} _ Ex. Since F, is measurable and Ff D EC, we have

wH(A) = p*(ANF,) +p*(ANES) > p*(ANF,) + u*(ANEC).
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By Proposition 6,

n

W(ANE) =Y u*(ANE).
k=1

Thus

u(4)> S W (AN Ey) + (AN E).
k=1

The left-hand side of this inequality is independent of n and therefore

p(A) = § p*(ANEy) +p*(ANES).
k=1

By the countable monotonicity of outer measure we infer that
w*(A) = p*(ANE) +p* (AN EC).

Thus E is measurable.
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Theorem 8 Let u* be an outer measure on 2X. Then the collection M of sets that are
measurable with respect to u* is a o-algebra. If i is the restriction of u* to M, then (X, M, )
is a complete measure space.

Proof We already observed that the complement in X of a measurable subset of X also is
measurable. According to Proposition 7, the union of a countable collection of measurable
sets is measurable. Therefore M is a o-algebra. By the definition of an outer measure,
u*(@) = 0 and therefore @ is measurable and (@) = 0. To verify that & is a measure on
M, it remains to show it is countably additive. Since u* is countably monotone and p* is an
extension of &, the set function z is countably monotone. Therefore we only need show that
if {ER}72, is a disjoint collection of measurable sets, then

w((j Ek) > 3 u*(Be). 5)
k=1 k=1

However, p* is monotone and, by taking A = X in Proposition 7, we see that p* is additive
over finite disjoint unions of measurable sets. Therefore, for each n,

o0 n n
#(08)2w(Us) - Ewie
k=1 k=1 k=1
The left-hand side of this inequality is independent of n and therefore (5) holds. a

THE CONSTRUCTION OF OUTER MEASURES

We constructed Lebesgue outer measure on subsets of the real line by first defining the
primitive set function that assigns length to a bounded interval. We then defined the outer
measure of a set to be the infimum of sums of lengths of countable collections of bounded
intervals that cover the set. This method of construction of outer measure works in general.

Theorem 9 Let S be a collection of subsets of a set X and u: S — [0, oo] a set function.
Define p*(@) = O and for EC X, E # 0, define

w*(E)=inf 3 u(Ep), ©)
k=1

where the infimum is taken over all countable collections {E){° , of sets in S that cover El
Then the set function p*: 2X — [0, 00] is an outer measure called the outer measure induced

by L.
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Proof To verify countable monotonicity, let {E;}°, be a collection of subsets of X that
oo

covers a set E. If u*( Ex) = oo for some k, then p*(E) < ¥ p*(Ex) = oo. Therefore we
k=1

may assume each Ej has finite outer measure. Let € > 0. For each k, there is a countable
collection {E; )72, of sets in S that covers Ey and

o0

€
> B(Ew) < (Ex) + 5.
i=1

Then {Eix}1<k,i<c0 1 a countable collection of sets in S that covers Uy~ E; and therefore
also covers E. By the definition of outer measure,

p(E)< 3 p(Ew) =§1[2§'§1P(Eik)]

1<k,i<o0

™M

=

S Lk
p*(Ex)+ X €/2
k k=1

Il
L

]#*(Ek)'i'f-

[
8

Since this holds for all € > 0, it also holds for € = 0.

Definition Let S be a collection of subsets of X, u: S — [0, 0o] a set function, and p* the
outer measure induced by p.. The measure [ that is the restriction of p* to the o-algebra M of
p*-measurable sets is called the Carathéodory measure induced by 1.

pri2X o [0, o0]
(the induced outer measure)

w:S— [0, 00 m: M- [0, 00]
(a general set function) (the induced Carathéodory measure)
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For a collection S of subsets of X, we use S, to denote those sets that are countable
unions of sets of S and use Sy5 to denote those sets that are countable intersections of sets
in §4. Observe that if § is the collection of open integrals of real numbers, then S, is the
collection of open subsets of R and S5 is the collection of G5 subsets of R.

We proved that a set E of real numbers is Lebesgue measurable if and only if it
is a subset of a G5 set G for which G~E has Lebesgue measure zero: see page 40. The
following proposition tells us of a related property of the Carathéodory measure induced by
a general set function. This property is a key ingredient in the proof of a number of important
theorems, among which are the proofs of the Carathéodory-Hahn Theorem, which we prove
in the following section, and the forthcoming theorems of Fubini and Tonelli.

Proposition 10 Let u: S — [0, 0o] be a set function defined on a collection S of subsets of a
set X and p: M — [0, oo] the Carathéodory measure induced by ju. Let E be a subset of X
for which p*(E) < oo. Then there is a subset A of X for which

A € Sys ECAand p*(E) = u*(A).

Furthermore, if E and each set in S is measurable with respect to p*, then so is A and

i(A~E)=0.

Proof Lete > 0. We claim that there is a set A for which

Ac€ S5, ECAcand p*(A) <u*(E) +e (7

Indeed, since u*( E) < oo, there is a cover of E by a collection {E¢}2, of sets in S for which

o0

S W) <w*(E) +e.
k=1
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Define Ac = U2, Ek. Then A¢ belongs to S; and E C Ac. Furthermore, since {E;}2, is a
countable collection of sets in S that covers A, by the definition of the outer measure p*

o0

p*(Ae) < Y, w(Er) <p*(E)+e.
k=1

Thus (7) holds for this choice of A..

Define A =(N72, Ay/4. Then A belongs to Sy5 and E is a subset of A since E is a subset
of each A; ;. Moreover, by the monotonicity of u* and the estimate (7),

W (E) = i*(A) = " (Ayp) < (E) + ¢ forall k.
Thus u*(E) = *(A).

Now assume that E is u*-measurable and each set in § is p*-measurable. Since the
measurable sets are a o-algebra, the set A is measurable. But u* is an extension of the
measure . Therefore, by the excision property of measure,

E(A~E) = i(A) - B(E) = p*(A) — u*(E) =0. O

THE RADON-NIKODYM THEOREM

Let (X, M) be a measurable space. For p a measure on (X, M) and f a nonnegative
function on X that is measurable with respect to M, define the set function » on M by

W(E) = Lfdp, for all E € M. (28)

We infer from the linearity of integration and the Monotone Convergence Theorem that »
is a measure on the measurable space ( X, M), and it has the property that

if Ee Mand p(E) =0, thenv(E) = 0. (29)

The theorem named in the title of this section asserts that if u is o-finite, then every o-finite
measure » on (X, M) that possesses property (29) is given by (28) for some nonnegative
function f on X that is measurable with respect to M. A measure v is said to be absolutely
continuous with respect to the measure p provided (29) holds. We use the symbolism v << p
for v absolutely continuous with respect to u. The following proposition recasts absolute
continuity in the form of a familiar continuity criterion.
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Proposition 19 Let (X, M, ) be a measure space and v a finite measure on the measurable
space (X, M). Then v is absolutely continuous with respect to u if and only if for each € > 0,
there is a & > () such that for any set E € M,

if u(E) <8, thenv(E) <e. (30)

Proof It is clear that the -8 criterion (30) implies that v is absolutely continuous with
respect to p, independently of the finiteness of ». To prove the converse, we argue by
contradiction. Suppose » is absolutely continuous with respect to u but the -8 criterion
(30) fails. Then there is an ¢; > 0 and a sequence of sets in M, {E,}, such that for each n,
p(E,)<1/2" while v( E, ) = €. For each n, define A, =J}2, Ex. Then {A,} is a descending
sequence of sets in M. By the monotonicity of » and the countable subadditivity of u,

¥(An) > € and w(A,) < 1/2" for all a.
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Define Ay = M2 Ay. By the monotonicity of the measure p, u(Ax ) = 0. We infer from
the continuity of the measure » that, since »(A;) < »(X) < oo and v(4,) = & for all n,
¥(Ax ) = €. This contradicts the absolute continuity of » with respect to pu. U

The Radon-Nikodym Theorem Let (X, M, p) be a o-finite measure space and v a o-finite
measure defined on the measurable space (X, M) that is absolutely continuous with respect to
. Then there is a nonnegative function f on X that is measurable with respect to M for which

v{E]:LfdpfuraHEeM. (31)

The function f is unique in the sense that if g is any nonnegative measurable function on X
that also has this property, then g = f a.e. [u].

Proof We assume that both p and v are finite measures and leave the extension to the
o-finite case as an exercise. If v(E) = 0, for all E € M, then (31) holds for f=0on X. So
assume v does not vanish on all of M. We first prove that there is a nonnegative measurable
function f on X for which

ffdp:»ﬂandffdpgu(sjforauEeM. (32)
X E

For A > 0, consider the finite signed measure » — Ap. According to the Hahn Decomposition
Theorem, there is a Hahn decomposition { Py, N, ) for v — A, thatis, X = Py UN, and P, N
N, = @, where P, is a positive set and N, is a negative set for » — Au. We claim that there is
some A > 0 for which p( Py ) = 0. Assume otherwise. Let A > 0. Then p( Py ) = 0. Therefore
1(E) = 0 and hence, by absolute continuity, »( E) = 0, for all measurable subsets of P,.
Since N is a negative set for v — Ap,

v(E) < Auw(E) for all E € Mand all A > 0, (33)
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We infer from these inequalities that »(E) = 0 if u(E) > 0 and of course, by absolute
continuity, v(E) = 0 if p(E) = 0. Since p(X) < oo, »(E) = 0 for all E € M. This is a
contradiction. Therefore we may select Ay > 0 for which u( Py, ) > 0. Define f to be Ay times
the characteristic function of Py,. Observe that [, fdu > 0 and, since v — Agje is positive on

Py,
f fdp=Aou( Py, NE) <v(Py,NE) <v(E)forall E€ M,
E

Therefore (32) holds for this choice of f. Define F to be the collection of nonnegative
measurable functions on X for which

ffdpgv{E}fora]lEeM,
E

and then define
M=swpser [ fau (34)
X

We show that there is an f € F for which [ x fdu = M and (31) holds for any such f. If g
and h belong to F, then so does max{g, h}. Indeed, for any measurable set E, decompose

E into the disjoint union of £y = {x € E|g(x) < h(x)}and E; = {x € E|g(x) > h(x)} and
observe that

fmax{g, h)dp = hd;.e+f gdp <v(E\)+v(E2) =v(E).
E E Ea

Select a sequence {f,} in F for which lim,_, o f x Jadp = M. We assume {f.} 1s point-
wise increasing on X, for otherwise, replace each f, by max{fj,..., fa}. Define f(x) =
lim, o0 fr(x) for each x € X. We infer from the Monotone Convergence Theorem that
[ fdp = M and also that f belongs to F. Define

ﬂ'fﬁ']=P[E]—ffl‘fdpfﬂl'B.IIEEM. (35)

By assumption, »(X) < oo. Therefore [, fdu < v(X) < oo, and hence, by the countable
additivity of integration, 7 is a signed measure. It is a measure since f belongs to F, and it
is absolutely continuous with respect to p. We claim that n = 0 on M and hence (31) holds
for this choice of f. Indeed, otherwise, we argue as we just did, with » now replaced by 7, to
conclude that there is a nonnegative measurable function f for which

fJ?dp}ﬂandf}'dnfn(ff]=”(5)“ffd#fﬂrﬂllEEM~ (36)
X E g
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Therefore f + f belongs to F and [,[f + fldp > [y fdu = M, a contradiction of the
choice of f. It remains to establish uniqueness. But if there were two, necessarily integrable,
functions f; and f> for which (31) holds, then, by the linearity of integration,

f[fl ~ fo]ldu =0forall E € M.
E

Therefore fj = f; a.e. [u] on X. O

In Problem 59 we outline another proof of the Radon-Nikodym Theorem due to John
von Neumann: it relies on the Riesz-Fréchet Representation Theorem for the dual of a
Hilbert space.

Example The assumption of o-finiteness is necessary in the Radon-Nikodym Theorem.
Indeed, consider the measurable space (X, M), where X = [0, 1] and M is the collection
of Lebesgue measurable subsets of [0, 1]. Define p to be the counting measure on M, so
p( E) is the number of points in £ if E is finite, and otherwise pu( E) = oc. The only set of
. measure zero is the empty-set. Thus every measure on M is absolutely continuous with
respect to u. Define m to be Lebesgue measure on M. We leave it as an exercise to show
that there is no nonnegative Lebesgue measurable function f on X for which

m(E}=[Efdpfﬁrall EeM.

Recall that for a measurable space ( X, M) and signed measure v on M, there is the Jordan
decomposition ¥ = vy — ¥, where vy and »» are measures on M, one of which is finite:

We define the measure |v| to be v; + v7. If p is a measure on M, the signed measure v is
said to be absolutely continuous with respect to u provided |v| is absolutely continuous with
respect to u, which is equivalent to the absolute continuity of both v; and v, with respect to
. From this decomposition of signed measures and the Radon-Nikodym Theorem, we have
the following version of this same theorem for finite signed measures.

Corollary 20 Let (X, M, ) be a a-finite measure space and v a finite signed measure on

the measurable space (X, M) that is absolutely continuous with respect to p. Then there is a
function f that is integrable over X with respect to u and

v(E) = LfdpforaffE € M.

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 17/25




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: I1 MSC MATHS COURSE NAME: MEASURE THEORY
COURSE CODE: 16MMP401 UNIT:V BATCH-2016-2018

Recall that given two measures p and v on a measurable space (X, M), we say that p
and v are mutually singular (and write . | v) provided there are disjoint sets A and B in
MforwhichX=AUBandv(A) = u(B) =0.

The Lebesgue Decomposition Theorem Let (X, M, p) be a o-finite measure space and v a
o-finite measure on the measurable space ( X, M). Then there is a measure vy on M, singular
with respect to u, and a measure vy on M, absolutely continuous with respect to p, for which
¥ = vg + v|. The measures vy and vy are unique.

Proof Define A = u + v. We leave it as an exercise to show that if g is nonnegative and
measurable with respect to M, then

fgd}l=fgd;¢+fgdvmrallEEM.
E E E

Since u and v are o-finite measures, so is the measure A. Moreover, u is absolutely continuous
with respect to A. The Radon-Nikodym Theorem tells us that there is a nonnegative
measurable function f for which

H{E}=Lfril=f£fd;z+£ffdvforallEEM. (37)

Define Xy = [x € X| f(x) >0} and Xy = {x € X| f(x) = 0}. Since f is a measurable
function, X = Xy U X is a disjoint decomposition of X into measurable sets and thus
v = vy + v1 15 the expression of v as the sum of mutually singular measures, where

vo(E)=v(ENXp)and vi(E) =v(EN X, ) forall E e M.

Now u( Xp) = an fdA=0,since f =0on Xy, andwy( X4+ ) =v(X;:NXp) = (@) = 0. Thus
p and vy are mutually singular. It remains only to show that v; is absolutely continuous with
respect to u. Indeed, let p( E) = 0. We must show v1(E) = 0. However, since p(E) = 0,
[ fdp = 0. Therefore, by (37) and the additivity of integration over domains,

Lfduzfﬂﬁxofdp+j;nx+fdp=(}.

But f=0onENXpand f>0o0n ENXgand thus v(ENX,) =0, thatis, v (E)=0 [J
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A few words are in order regarding the relationship between the concept of absolute
continuity of one measure with respect to another and their integral representation and
the representation of an absolutely continuous function as the indefinite integral of its
derivative, which we established in Chapter 6. Let [a, b] be a closed, bounded interval and
the real-valued function h on [a, b] be absolutely continuous. According to Theorem 10 of
Chapter 6,

h(d) —h(c) = fh’d;.; for all [¢, d] C[a, b]. (38)

We claim that this is sufficient to establish the Radon-Nikodym Theorem in the case
X = [a, b}, M is the o-algebra of Borel subsets on [a, b] and p is Lebesgue measure on
M. Indeed, let » be a finite measure on the measurable space ([a, b], M) that is absolutely
continuous with respect to Lebesgue measure. Define the function h on [a, b] by

h(x) =v([a, x]) for all x € [a, b]. (39)

The function A is called the cumulative distribution function associated with . The function A
inherits absolute continuity from the absolute continuity of the measure v. Therefore, by (38),

W(E) = ft Haptssall E= e, dVC i bl

However, we infer from Corollary 14 of the preceding chapter that two o-finite measures that
agree on closed, bounded subintervals of [a, b] agree on the smallest o-algebra containing
these intervals, namely, the Borel sets contained in [a, b]. Therefore

v(E) =fh’dpfﬂrall£E.M.
E

The Radon-Nikodym Theorem is a far-reaching generalization of the representation of
absolutely continuous functions as indefinite integrals of their derivatives. The function f
for which (31) holds is called the Radon-Nikodym derivative of v with respect to u. It is
often denoted by %‘;—.
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General LP Spaces

For a measure space (X, M, u) and 1 < p < oo, we define the linear spaces LP(X, )
Just as we did in Part I for the case of Lebesgue measure on the real line. Arguments very
similar to those used in the case of Lebesgue measure on the real line show that the Holder
and Minkowski Inequalities hold and that L?( X, p) is a Banach space. We devote the first
section to these and related topics. The remainder of this chapter is devoted to establishing
results whaose ptoofs lie outside the scope of ideas presented in Part 1. In the second section,
we use the Radon-Nikodym Theorem to prove the Riesz Representation Theorem for the
dual space of L”(X, u), for 1 < p < o0 and p a o-finite measure. In the third section, we
show that, for 1 < p < 00, the Banach space L”( X, u) is reflexive and therefore has the weak
sequential compactness properties possessed by such spaces. In the following section, we
prove the Kantorovitch Representation Theorem for the dual of L®( X, g ). The final section
is devoted to consideration of weak sequential compactness in the nonreflexive Banach space
L'(X, ). We use the Vitali-Hahn-Saks Theorem to prove the Dunford-Pettis Theorem,
which tells us that, if £( X ) < oo, then every bounded sequence in L' (X, ) that is uniformly
integrable has a weakly convergent subsequence.

19.1 THE COMPLETENESS OF LP(X, u),1 <p <

Let (X, M, p) be a measure space. Define JF to be the collection of all measurable extended
real-valued functions on X that are finite almost everywhere on X. Since a function that is

" integrable over X is finite a.e. on X, if f is a measurable function on X and there is a p in
(0, 00) for which er | fI? du < o0, then f belongs to F. Define two functions f and g in F
to be equivalent, and write

J =gprovided f = ga.ﬁ. on X.

This is an equivalence relation, that is, it is reflexive, symmetric, and transitive. Therefore
it induces a partition of F into a disjoint collection of equivalence classes. We denote
this collection of equivalence classes by F/.. There is a natural linear structure on F/.

Given two equivalence classes [ f] and [g] and real numbers a and B, we define the linear
combination a - [ f] + B - [¢] to be the equivalence class of the functions belonging to F that
take the value o f(x) + Bg(x) on Xq, where Xj is the set of points in X at which both f and
g are finite. Observe that linear combinations of equivalence classes are properly defined in
that they are independent of the choice of representatives of the equivalence classes. The

zero element of this linear space is the equivalence class of functions that vanish almost
evervwhere on X.
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Let LP( X, p) be the collection of equivalence classes [ f] for which

fEW‘ < 0.

This is properly defined since if f = fi, then | f|? is integrable over X if and only if | f{|” is.
We infer from the inequality

la+ P <2P[|a|? + |b|*]foralla, b e R

and the integral comparison test that L?( X, ) is a linear space. For an equivalence class [ ]
in LP( X, p) we define ||[ f]Il , by

1/p
LA, = \ fx IfI"dn] |

This is properly defined. Itis clear that ||[ f]|| , = Oif and onlyif [ ] = Oand ||[a f]Il j=c-I[ ]Il »
for each real number a.

We call an equivalence class [ f] essentially bounded provided there is some M = (),
called an essential upper bound for [ f], for which

|fl < Mae.on X.

This also is properly defined, that is, independent of the choice of representative of the
equivalence class. We define L>( X, u) to be the collection of equivalence classes [ f] for
which f is essentially bounded. Then L*(X, u) also is a linear subspace of /.. For
| fl e L*(X, u), define ||[ f]llco to be the infimum of the essential upper bounds for f. This
is properly defined. It is easy to see that ||[ ]|~ is the smallest essential upper bound for f.
Moreovet, ||[ f]llec = 0if and only if [ /] = 0 and |[[a - f]llc=a - |[ f]lls for each real number
@. We infer from the triangle inequality for real numbers that the triangle inequality holds
for || - |lsc and hence it is a norm.

For simplicity and convenience, we refer to the equivalence classes in ¥/ as functions
and denote them by f rather than [ f]. Thus to write f = g means that f(x) = g(x) for
almost all x € X.

Recall that the conjugate ¢ of a number p in (1, oo) is defined by the relation
1/p+1/g =1; we also call 1 the conjugate of co and co the conjugate of 1.

The proofs of the results in this section are very similar to those of the corresponding
results in the case of Lebesgue integration of functions of a real variable.

Theorem 1 Let (X, M, p) be a measure space, 1 < p <o, and q the conjugate of p. If f be-
longsto LP( X, i) and g belongs to L9( X, p), then their product f - g belongs to L( X, p) and
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Halder's Inequality

fx \f -gldu=11f gl <1 flp- lell.

Moreover, if f #0, the function f* = | flly ” - sgn(f) - | f|P~! belongs to L9(X, ),

fx Ff*dp =11, and | f, = 1. %)

Minkowski’s Inequality For 1 < p<ooand f,ge LP(X, p),

If+glp < Ifllp +lglp
Therefore L"( X, p) is a normed linear space.

The Cauchy-Schwarz Inequality Let f and g be measurable functions on X for which f z
and g are integrable over X. Then their product f - g also is integrable over X and, moreover,

Llfgldni\/ﬁfzd#-\/j;gzdp.

Proof If p = 1, then Holder’s Inequality follows from the monotonicity and homogeneity
of integration, together with the observation that | g 18 an essential upper bound for g.
Equality (1) is clear. Assume p > 1. Young's Inequality asserts that for nonnegative real
numbers a and b,

1 1
ab< —-a’ + - b4,
P i

Define a = [, | f|’ dpand B = [, |g|¥ du. Assume o and B are pnsitive The functions f and
g are finite a.e. on X. If f(x) and g(x) are finite, substitute | f(x)|/a'/? for a and |g(x)|/B"/®
for b in Young's Inequality to conclude that

1 11
o=, RS o= q
o g™ g{x)|< o OO+ -5 lg(x)] for almost all x € X.

Integrate across this inequality, using the monotonicity and linearity of integration, and
multiply the resulting inequality by a'/7 - /9 to obtain Holder’s Inequality. Verification of
equality (1) is an exercise in the arithmetic of p’s and ¢’s. To verify Minkowski’s Inequality,
since we already established that f + g belongs to L?( X, p), we may consider the associated
function ( f+ g)* in L9( X, w) for which (1) holds with f + g substituted for f. According to
Hélder’s Inequality, the functions f - ( f +g)* +g-( f + g)* are integrable over X. Therefore,
by the linearity of integration and another employment of Holder’s Inequality,

Prepared by PAVITHRA K, Asst Prof, Department of MATHEMATICS, KAHE Page 22/25




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: I1 MSC MATHS COURSE NAME: MEASURE THEORY
COURSE CODE: 16MMP401 UNIT:V BATCH-2016-2018

If +8l, = L{f+g}f(f+g}*du

= [sGearanst [ g (s+ran
X X

LA

Ifllp - NCS +8)°Nlg + Mgl - 1S +2)7 Mg

= Hf“p + “3“;:-

Of course, the Cauchy-Schwarz Inequality is Minkowski’s Inequality for the case p =g = 2.
O

Corollary 2 Let (X, M, p) be a finite measure space and 1 < py < p» < o0. Then
LP(X, p) CLM(X, p). Moreover, for

et | 1
c=[u(X)] "7 if py <coand c = [u(X)]" if p = o0, (2)

I flpy = el fllp, for all f in LP2(X). (3)

Proof For f € L”2(X, u), apply Holder’s Inequality, with p = p, and g = 1 on X, to
confirm that (3) holds for ¢ defined by (2). O

Corollary3 Let (X, M, u) be a measure spaceand 1 < p < oc. If | f,} is a bounded sequence
of functions in LP( X, p), then [ f,} is uniformly integrable over X.

Proof Let M >0besuchthat | f|l, < M foralln. Definey=1if p=ocandy=(p-1)/p
if p < oo. Apply the preceding corollary, with p; = 1, p» = p, and X = E, a measurable

subset of X of finite measure, to conclude that for any measurable subset E of X of finite
measure and any natural number n,

[ 1fold < - e

Therefore { f, ] 1s uniformly integrable over X. O

For a linear space V normed by || - |, we call a sequence {v;} in V rapidly Cauchy
provided there is a convergent series of positive numbers 3° , €, for which

kg1 — wll < sf for all natural numbers k.
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Lemma 4 Let (X, M, p) be a measure space and 1 < p < 0o. Then every rapidly Cauchy
sequence in LP( X, p) converges to a function in LP( X, u), both with respectto the LF( X, )
norm and pointwise almost everywhere on X.

Proof We leave the case p = oo as an exXercise. Assume 1 < p < o00. Let 377, ¢ be a
convergent series of positive numbers for which

I fes1 = fallp = e% for all natural numbers k. (4
Then .
20
[ | fosk = ful?dp < | S €| for all natural numbers n and k. (5)

Fix a natural number k. According to Chebychev’s Inequality,
Py P L r 1 P
p,{x eX ‘ | fis1(x) = fi(x)|7 = ek} << | Vis1— filPdu= = -l fisr — fill5,  (6)
and therefore

u{x € X | |figa(x) = filx)| = &} < €] for all natural numbers k.

Since p > 1, the series 377, e} converges. The Borel-Cantelli Lemma tells us that there is a
subset X of X for which u( X ~ Xy ) = 0 and for each x € X, there is an index K (x ) such that

| fis1(x) = fi(x)| < e forallk > K(x).

Hence, for x € X,

Uik (x) = falx)] < § ¢jforalln > K(x) and all k. (7

j=n

The series 3%, €; converges, and therefore the sequence of real numbers { fi(x)} is Cauchy.
The real numbers are complete. Denote the limit of {fi(x)} by f(x). Define f(x) = 0 for
x € X~Xj. Taking the limit as k — oc in (5) we infer from Fatou’s Lemma that

;J

o0
f |f = ful?dp < | €| foralln.
X

j=n

Since the series 37, e‘f converges, f belongs to L”(X) and (f,) — f in LP(X). We
constructed f as the pointwise limit almost everywhere on X of { f,}. [l
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The Vitali L” Convergence Criterion Ler (X, M, p) be a measure spaceand 1 < p < 0.
Suppose | fy} is a sequence in LP( X, u) that converges pointwise a.e. to [ and f also belong

to LP(X, p). Then (fy} = f in LP(X, p) if and only if {| f|} is uniformly integrable and
tight.

POSSIBLE QUESTIONS

1.State and prove Jordan decomposition theorem.

2. If E be a measurable set such that 0 < vE < 0 then there is a positive set A contained in E
with vA > 0.

3. State and prove Hahn decomposition theorem.
4.State and prove Riesz Representation theorem.

5. Prove that every measurable subset of a positive set is positive and the union of a countable
collection of positive sets is positive.

6. If (X, B, u) be a finite measure space and g an integrable function such that for some
constant M, |g¢ du|l < M ||¢|lr , for all simple function ¢.Then prove thatg e L 9.

7. State and prove Radon-Nikodym theorem.
8. Prove that if for 1<p <oo the spaces LP(u) are Banach spaces, and if f & LP(u), with
1p +1/q =1 then fge L*(u) and [| fgldu < |If1l, llgllq
9. State and prove lebesque decomposition theorem.
10. Prove that if F be a bounded linear functional on LP(u) with 1 < p < oo then there is a
unique element g & LPsuch that F(f) = [ fg du

COMPULSORY
1. State and prove Hahn decomposition theorem.

2. If { f, } be a sequence of nonnegative measurable function that converges a.e on the set E
to a function f then prove that [ f < lim f .

3. If fis integrable on [a,b] and f;f(t)dt =0 for all x & [a,b] then prove that f(t)=0 a.e in

[a,b]
4 .State and prove lebesgue convergence theorem

5. State and prove Little wood’s three principles
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Possible Questions
Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
If AcX and BCY, then we call Ax B as a Circle Triangle Square Rectangle Rectangle

If A€o and BEP we call AxB as a

Measurable circl

Measurable trian

Measurable squ

Measurable recte

Measurable rectangle

The collection R of is a semi algebra.

Measurable circl

Measurable trian

Measurable squ

Measurable recte

Measurable rectangle

Let x be a point of X and E a set in R5. Then E, is a

Measurable set

Measurable subs

Countable set

Measurable recte

Measurable rectangle

Let n be a measure on an algebra o and p* the

Induced measure

Induced outer ms

Outer measure

Measurable

Measurable

An inner measure pu* which assigns to a given set E the

QGreatest measure

Smallest measur:

Measurable

Countable

Countable

If is a caratheodory outer measure with respect to  then

L -measurabl

o -algebra

measurable

not measurable.

not measurable.

If isa with respect to  then functionin  is

Caratheodory out

o -algebra

measurable

not measurable.

not measurable.

For each positive real number o we will define a particular E

Hausdorff measu

outer measure

inner measure

measurable

measurable

A set that is both positive and negative with respect to v is.ci disjoint set measurable set null set countable set  countable set

The union of a countable collection of positive sets is negative positive equal not equal not equal

A decomposition of X into two disjoint sets A and B such th Hahn decomposi: Hausdorff inequi Minkowski ine(Jordan decompo Jordan decomposition
The uniqueness part is to the reader. right left middle end end

The decomposition of v given by the proposition is called th Hahn decomposi: Hausdorff inequi Minkowski ine(Jordan decompo Jordan decomposition
The measure |v| defined by |[v|(E)=v' E+v" E is called the _absolute value  complex measur i -measure o -algebra o -algebra

The Hahn decomposition is unique except for disjoint set measurable set null set countable set  countable set
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PART — A(20X1=20 Marks)
Answer all the questions

1. If A and B are two sets in M with AcB, then MA<MB this property is
called...................
a) Additivity b) subadditivity
€) monotonicity d) translation invariant
2. The outer measure of an interval is its...........................

a) Length  b) measure c) endpoints  d) resistance
3. If Ais countable then m*A=............
a)l b)0 C) o d)-1
4. Every isolated set of real number is .....................
a)finite b)countable c)infinite  d)uncountable

5. The collection M of measurable sets iS.......................
a) countable set b) measurable
c) borel set d) c —algebra

6. A bounded function f on [a,b] is Riemann integrable if the set of points
at which fis......... has measure zero
a) continuous b)discontinuous
c) limit d) converges

7. The set [0,1]1ds................
a) Not countable b) countable
c) uncountable d) measurable
8. If f is a bounded measurable function defined on a.....set

a) measurable  b)semiopen  c)subset d)closed

9. If M*E=OthenEis .....................

a) outer measure b) measurable

c) borel set d) c —algebra
10. If E1 and E2 are measurable then
M (EIUE2) + M(E1 N E2)=...............
a) m(E1+E2) b) mE1+mE2
c) mE1 - mE2 d) m(E1-E2)

11. A non-negative measurable function f is called .....over the measurable
set.
a) Finite b)Continue  c) Integrable d) Discontinue
12. If f is a bounded measurable function defined on a.....set

a) Closed b) Open ¢) Measurable  d) Semi open
13. Lebesgue measure is
a) complete b) closed c) borel set d) compact

14. A bounded function f on [a,b] is Riemann integrable if the set of points
at which f is discontinuous has measure......
a)0 b)1
15. Every measurable function is nearly ..................
a) continuous b) uniformly convergent
¢) uniformly continuous d) discontinuous
16. Every set with outer measure Zerois ............ccoeveeeeeeeneennnn
a) countable set b) measurable

d)3

c) borel set d) o —algebra
17. The Complement of an Fy is ..................

a)Fs b) Gs c)Fs d)Gs
18. The complement of a measurable set is ..................

a) countable set b) measurable

c) borel set d) o —algebra
19. A countable union of sets in F is againin...............

a)Fs b) Gs c)Fs d)Gs



20. The intersection of any collection of closed sets is ..................
a) measure set b)open c)subset d)closed
PART — B (3X2=6 Marks)
Answer all the questions

21. Define lebesgue measure
22. Define outer measure.

23. Define Riemann Integral.

PART - C (3X8=24 Marks)
Answer all the questions

24. a) Prove that outer measure of an interval is its length.
(OR)
b) Prove that the collection M of measurable set is a o - algebra.

25.a) If ‘¢’ be a constant and f and g two measurable real valued function
defined on the same domain.Then prove that the function f+c, cf
,f+g ,g-f and fg are also measurable.

(OR)
b) State and prove Little wood’s three principles.
26. a) If fand g be integrable over E, then prove that
(i) The function cf is integrable over E and integral fE cf = cfEf.
(ii) The function f+g is integrable over Eand [.f + g = [ f +
Jz 9.
(OR)

b) State and prove lebesgue convergence theorem.
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Part-B
21. a) Prove that the outer measure of an interval is translation invariant.

Proof

Observe that if {1 )72, is any countable collection of sets, then {/;}7°, covers A if and
only if {1, + y}?2, covers A + y. Moreover, if each ; is an open interval, then each Iy + y is
an open interval of the same length and so

00 00

Sen)= L +y)

k=1 k=1

The conclusion follows from these two observations. O

21. b) State and Proof Egoroff’s Theorem
Proof

Let (X, Z, n) be a finite measure space. If fk, f: X — C are measurable
functions such that fk — f pointwise a.e., then for every € > 0 there
exists a measurable set E € X such (a) u(E) <e¢, and (b) fk converges
uniformly to fon E C, i.e., lim k—oo sup x/€E [f(x) — fk(x)| = 0. Proof.
Let Z be the set of measure zero consisting of all points x € X such that
fi(x) does not converge to f(x). For each k, n € N, define the measurable
sets Ex(n) = Sco m=k n |f — fm| > 1 n 0 and Zn = T k=1 Ek(n). Fix n,
and suppose that x € Zn. Then x € Ex(n) for every Kk, so for each k there
must exist some integer m > k such that |f(x) — fm(x)| > 1 n. Therefore



fk(x) does not converge to f(x) as k increases, so this point x belongs to
Z. This shows that Zn € Z, and therefore p(Zn) = 0 by monotonicity.
With n fixed, the sets Ex(n) are nested decreasing, and their intersection
IS Zn by definition. Therefore, it follows from continuity from above that
vV n €N, lim k—oo p Ex(n) = p(Zn) =0. (3.13)

Fix € > 0. Applying equation (3.13), for each integer n there is some
integer kn > 0 such that u Ekn (k) <& 2 n. Define E =S n=1 Ekn (n
Subadditivity implies that u(E) < . Further, if x /€ E then x /€ Ekn (k)
for any n, so [f(x) — fm(x)| < 1 n for all m > kn. In summary, w(E) <& and
for each n € N there exists an integer k, > 0 such that m > k, == sup
X/€E [f(x) — fm(x)| < 1 n . This says that fx converges uniformly to f on
EC.

22.a) Let f be a bounded measurable function on a set of finite measure
E. Then fis integrable over E.

Proof Let n be a natural number. By the Simple Approximation Lemma, with € = 1/a,
there are two simple functions ¢, and ¢, defined on E for which

¢n < f<yYsonE,

and
0<iy,—¢, <1/nonkE.

By the monotonicity and linearity of the integral for simple functions,

Osj;wn—L%=[E[¢n—¢n]$1/n-M(E)-



However,

Osinf{fnp ¢simple,¢zf}—sup{f¢
E E

S/;"’n—/;‘Pn <1/n-m(E).

This inequality holds for every natural number n and m( E) is finite. Therefore the upper
and lower Lebesgue integrals are equal and thus the function f is integrable over E. ]

¢ simple, ¢ < f}

22 b) State and Prove Factor’s Lemma

Let [ fy) be a sequence of nonnegative measurable functions on E.

If {f,,j—»fpoz‘mwisea.e. on E, then [ f =< liminf/ PFn
E £

Proof In view of (15), by possibly excising from E a set of measure zero, we assume the
pointwise convergence is on all of E. The function f is nonnegative and measurable since
it is the pointwise limit of a sequence of such functions. To verify the inequality in (16) it
is necessary and sufficient to show that if » is any bounded measurable function of finite
support for which0 < h < f on E, then

/;hsliminf/Ef,,. (17)

Let h be such a function. Choose M > 0for which |h| < M on E. Define Ey = (x € E | h(x)#0).
Then m( Ep) < co. Let n be a natural number. Define a function k, on E by

h, = min{h, f,) on E.



Observe that the function h,, is measurable, that
0<h, <Mon Ejand h, =0o0n E~ E.

Furthermore, for each x in E, since h(x) < f(x) and {f,(x)) = f(x), {h.(x)) = k(x). We
infer from the Bounded Convergence Theorem applied to the uniformly bounded sequence
of restrictions of h,, to the set of finite measure Ej, and the vanishing of each h,, on E ~ Ej, that

e e 1o
n—»oo n-—+od ED Eo

However, for each n, h, < f, on E and therefore, by the definition of the integral of f, over
E [oha= fEf,,.Thus,

/h: lim h,,sliminf/ B 0
E E

n=> o0 E

The inequality in Fatou’s Lemma may be strict.

23. a) State and prove Lebesque’s Theorem

Let ( fa) be a sequence of measurable

functions on E. Suppose there is a funcnon g that is mtegrable over E and dominates { f,} on
E in the sense that | f,| < gon E for all n.

If (fz) = f pointwise a.e.on E, then f is integrable over E and lim f R [ f.
E

n— 00

Proof Since |f,| < gon E and |f| < g a.e.on E and g is integrable over E, by the integral
comparison test, f and each f, also are integrable over E. We infer from Proposition 15
that, by possibly excising from E a countable collection of sets of measure zero and using the
countable additivity of Lebesgue measure, we may assume that f and each f, is finite on E.
The function g ~ f and for each n, the function g — f,, are properly defined, nonnegative
and measurable. Moreover, the sequence {g — f,} converges pointwise a.e.on E to g — f.
Fatou’s Lemma tells us that

/E(g—f)sliminfL(g-fa)-



Thus, by the linearity of integration for integrable functions,

/Eg-/;f=];(s—f)sliminfjg(g—fn)=‘/;g—limsupfgf...

that is,
lim sup / fn < f i
E E
Similarly, considering the sequence (g + f,}, we obtain
j 7 <timint [ £,
E E
The proof is complete.

23. b) Explain Jordan’s Theorem

The Jordan Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there are two mutually singular measures v* and v~ on (X, M) for which
v =v* — v~. Moreover, there is only one such pair of mutually singular measures.

The decomposition of a signed measure » given by this theorem is called the Jordan
decomposition of v. The measures »* and v~ are called the positive and negative parts (or
variations) of v. Since v assumes at most one of the values +oc and —co, either v+ or v~
must be finite. If they are both finite, we call » a finite signed measure. The measure || is
defined on M by

wI(EY=v*(E)+v (E)forall E e M.

We leave it as an exercise to show that
n
w|(X) = sup Y, [v(Ex)l, (4)
k=1

where the supremum is taken over all finite disjoint collections {E; }]_, of measurable subsets
of X. For this reason |¢|(X) is called the total variation of » and denoted by ||| ur.



24. a) Continuity of integration

Assume f: B x B — R is such that x — fli(z) =

flx. t) is measurable for each t € R and t — f(x. 1) is continwous for each r € K. Assume also
that there is an integrable g: B — R with |f(x.t)| £ g(x) for each x.t € B. Then the function
f [ i integrable for each t and the function F . B — B defined by

F(t) = /n 7 dp = j; f(e.t) dy(z)

is confinuous.

Proof. Since fl is measurable and | f| < g we have Jz | fU] dp < J gdp < o0 and so £ s
integrable (for each t € R). This F(t) makes sense.

To show that F is continuous at ¢, € R it is enough to show that for each sequence (t,,),—,
with lim,, . t, = fp we have lim,, .. F(t,) = F(to).

But that follows from the dominated convergence theorem applied to f,.(t) = f(z.t.). since
we have

lim fu(f) = lim f(z.t.) = f(z.t0)

by continuity of t «— f(zx.t). We also have |f,(t)| = |f(x.t.)| £ g(x) for each n and each
reR. O

Example 4.4.2. Show that
F(t)= f e~ cos(wt) du(x)
0.}
is continuous.
Proof. The idea is to apply the theorem with dominating function g(x) given by

{E‘_I forz =10

r) = Jx)e ™ =
9(z) x[n:m,:{ } 0 forx =<0

We need to know that [ gdu < oc (and that g is measurable and that x — Yjg ) (2)e™™ cos(mt)
is measurable for each ¢ — but we do know that these are measurable because €™ is continuous
and y[o,~) is measurable).

By the Monotone Convergence Theorem,

/ gdp = lim f X[-nn)g dp = lim f X[jomje " dp(x) = lim f e du(r)
R i—+00 R m—a0 B TI—+0 0

You can work this out easily using ordinary Riemann integral ideas and the limit is 1. So

Jgadie < oo
Now the theorem applies because

[Xf0.0e) ()™ cos(mt)| < g(x)

for each (z,t) € R” (and certainly ¢ — X[0.2¢)(x)e™" cos(wt) is continuous for each x). O



24. b) State and prove Beppo Levis Lemma?

Beppo Levi'sLemma Let ( f,) be an increasing sequence of nonnegative measurable functions
on E. If the sequence of integrals { |, g fu) is bounded, then { f,) converges pointwise on E to a
measurable function f that is finite a.e.on E and

n@lmLfn=Lf<w~

Proof Every monotone sequence of extended real numbers converges to an extended real
number.® Since {f,) is an increasing sequence of extended real-valued functions on E, we
may define the extended real-valued nonnegative function f pointwise on E by

f(x)= "limoofn(x) forallxeE.

According to the Monotone Convergence Theorem, { fz ful= g f. Therefore, since the
sequence of real numbers ([ f,} is bounded, its limit is finite and so [, f < co. We infer
from the preceding proposition that f is finite a.e.on E. O

25.a) State and Prove Jordan Decomposition Theorem?

The Jordan Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there are two mutually singular measures v* and v~ on (X, M) for which
v =v* — v~. Moreover, there is only one such pair of mutually singular measures.

The decomposition of a signed measure » given by this theorem is called the Jordan
decomposition of v. The measures »* and v~ are called the positive and negative parts (or
variations) of v. Since » assumes at most one of the values +oc and —oo0, either v+ or v~
must be finite. If they are both finite, we call » a finite signed measure. The measure |v| is
defined on M by

WI(EY=v*(E)+v (E)forall Ee M.



25. b) State and Prove Lebesque Decomposition Theorem?

Suppose fo: B — [—oo, oc] are
(Lebesgue) measurable functions such thar the poinitwise limit f(r) = lim, .. folr) exisis.

Assume there is an integrable g: B — [0, 00| with |f.(z)| < g(x) for each x € B Then f is
integrable as is f, for each n, and

lim f fodi= f lim f, dp = f fdu
—00 R R"—F'_"ﬁ. R



Proof. Since | f.(r)| < g(x) and g is integrable, [, |f.|dp < [; gdu < oc. So f, is integrable.
We know f is measurable (as a pointwise limit of measurable functions) and then, similarly,
|f(x)]| = lim, ... | fu(z)| € g(z) implies that f is integrable too.

The proof does not work properly if g(x) = o for some x. We know that g(x) < oc almost
everywhere. So we cantake £ = {xr € B : g(x) = oc} and multiply g and each of the functions
fn and f by 1 — y g to make sure all the functions have finite values. As we are changing them
all only on the set £ of measure 0, this change does not affect the integrals or the conclusions.
We assume then all have finite values.

Let h, = ¢ — fu. so that i, > 0. By Fatou’s lemma

lim inf n{g — fa)dp = _L“ﬂ;i-_mnf{g — fu)dp = £{9 — f)dp

—+3a

and that gives

lim inf (fgd;z—ff,,d;a) =fgdp—limsupj.fnﬂ',u2fgdu—ffdp
B R R R n—ce  JR R R

lim supff,,dpﬂ/_fdp (L
B R

—+30

or

Repeat this Fatou's lemma argument with ¢ + f,, rather than g — f,. We get

timinf [0+ f)du> [tmint(o+ f)di= [ o+ 1) d

and that gives

lim inf (fgdp -|—ffndp) =fgdp+liminfffndpEfgd;.-,+ffdp
—rod B B R n—+oo B R R

liminf [ f.dp > / fdu (2)
R R

Ti—+50

Combining (T) and () we get

/ fdp < lim iuf[ fadp < lim supf fadp < ffd_u
2] = IR n—ae JR R

ffdp = lim iuff fodp = lim:mpf fadp
R n—oo R n—=a JR

and that gives the result because if limsup, . a, = liminf, . a, (for a sequence (a, )% ). it
implies that lim,,_,.. a, exists and lim, . a, = limsup__,__a, = liminf, . a,. O

or

which forces

Remark 4.3.2. The example following Fatou's lemma also shows that the assumption about the
existence of the dominating function g can't be dispensed with.



PART-C

26. Prove that the outer measure of an interval is its length.

Proof We begin with the case of a closed, bounded interval [a, b]. Let € > 0. Since the open
interval (a — €, b+ €) contains [a, b] we have m*([a, b]) < £((a—¢, b+€)) = b—a+2e. This
holds for any € > 0. Therefore m*([a, b]) < b —a. It remains to show that m*([a, #]) > b—a.

But this is equivalent to showing that if {I;}7° is any countable collection of open, bounded
intervals covering [a, b], then

o0
z L) =b-a.
k=1
By the Heine-Borel Theorem,* any collection of open intervals covering [a, b] has a finite
subcollection that also covers [a, b]. Choose a natural number » for which {I;})7_, covers
[a, b]. We will show that

il(h)zb—a. 2)
k=1

and therefore (1) holds. Since a belongs to U} _, /i, there must be one of the /;’s that contains
a. Select such an interval and denote it by (ay, b1). We have a; <a < by. If by > b, the
inequality (2) is established since

n
2((1]:) >bh—aq >b-a.
k=]

Otherwise, by €[a, b), and since b; ¢ (a1, by ), there is an interval in the collection {£;}}_,,
which we label (a;, b; ), distinct from (ay, by ), for which b; € (a3, b ); that is, ap < by < b,.
If b, > b, the inequality (2) is established since

n
ULz (b —a)+(r—@m)=b - (@-b)-a>h-a>b-a
k=1
We continue this selection process until it terminates, as it must since there are only n
intervals in the collection {I;}}_,. Thus we obtain a subcollection {(ax, by )],"Ll of {I;};_, for
which
a <a,



while
ap <byforl <k <N-1,

and, since the selection process terminated,
by > b.
Thus
" N
> k) = 2{5((% b))
k=

k=1
= (by —an) + (by-1 —ay-1) +-- + (b1 — @)
=by—-(an—by-1)—...= (@ —b1) —a

>by—a1 > b—-a.

Thus the inequality (2) holds.

If 7 is any bounded interval, then given ¢ > 0, there are two closed, bounded intervals
J, and J; such that
hCICh

while
1) =e<e(d)and (1) < €(1)+e.
By the equality of outer measure and length for closed, bounded intervals and the mono-
tonicity of outer measure,
L) —e<é()=m*(N) <m*(I) <m*(h)=(h) <) +e.

This holds for each € > 0. Therefore £(1) = m*(I).

If I is an unbounded interval, then for each natural number », there is an interval J C
with £(J) = n. Hence m*(I) = m*(J) = £(J) = n. This holds for each natural number n.
Therefore m*(I) = oo. a
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PART-A (20 x 1 =20 Marks)
Answer all the questions
1. The dependence on the interval [a,b] or on the function f, If

T<oo,we say that fis of over [a, b].
a) variance b) bounded variation
c) function d) measure

2. If f is absolutely continuous on [a,b]&f’(x)=0 a.e ,then fis _

a) constant b)bounded
C) variance d) continuous
3. Lebesgue measure on [0,1] is an example of a

a) finite measure b) countable
C) uncountable d) infinite measure
4. The Hahn decomposition is not

a) composite b) unique
c) countable d) convergent
5. The outer measure p* iscalledthe
a) outer measure reduced by p
b) outer measure reduced by p*
c) outer measure induced by p
d) outer measure induced by p*

6. A function F is an indefinite integral if and only if itis
a) absolutely continuous b) continuous

c) bounded d) measure
7. Every absolutely continuous function is the of its
derivative.
a) indefinite integral b) integral
C) continuous d) bounded

8. The counting measure on an is a measure which is
not o-finite.
a) uncountable set
c) complement set d) disjoint set
9. A measure p is said to be if each measurable set of

infinite measure contains measurable sets of arbitrary

b) countable set

large finite.
a) semi finite b) semi circle
c) function d) completion

10. A measure space is said to be if B contains all the

subsets of sets of measure zero.

a) addition b) subtraction
c) complete d) sequence
11. A measurable p is called if it has a

decomposition.

a) measurable b) decomposition
c) decomposable d) Jordan

12. The set function isan
a) Inner measure b) outer measure
) measurable d) integrable

13. Any measurable set contained in a set of o finite measure

is itself of

a) infinite measurable
c) o-finite measurable

b) measurable
d) finite measurable



14.

15.

16.

17.

18.

19.

20.

21.
22.
23.

Every measurable subset of a positive set is
a) itself positive b) itself negative
C) positive and negative d) null set
A subset A(x) is called with respect to B if AeB.
a) Outer measure b) Measurable
c) Inner measure d) Countable
The derivative of the indefinite integral of an integral
function is equal to the almost everywhere.
a) integrand b) positive
C) non integrand d) negative

A real valued function f defined on [a,b] is said to be
on[a,b].
a) continuous b) countable
C) measure d) absolutely continuous

A set that is both positive and negative with respect to v is called

a' ————e
a) disjoint set
c) null set

b) measurable set
d) countable set

The decomposition of v given by the proposition is called
the of v.

a) Hahn decomposition b) Hausdorff inequality

c¢) Minkowski inequality d) Jordan decomposition
Lebesgue measure on (- «,0) is an example of a

a) infinite b)o-finite measure

C) measure space d) o-infinite measure

Part-B(3x2=6 Marks)
Answer all the questions
Define measurable space.
Define o-finite measure
Define Signed Measures.

Part-C (3x8=24 Marks)
Answer all the questions

24. a) State and prove Vitali theorem.
(OR)
b) Prove that if fis absolutely continuous on [ a, b] and
f ‘(x) = 0 almost everywhere then f is constant.

25. a) State and prove Jordan decomposition theorem.
(OR)
b) If f be an integrable function on [a,b] , and suppose that F(x) =
F(a) + J. f(t)dt then prove that F'(x) =f(x) for almost all x in
[a, b].

26. a) If { f } be a sequence of nonnegative measurable
function that converges a.e on the set E to a function f
then prove that [ f < lim f, .

(OR)
b) State and prove Hahn decomposition theorem
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PART — A(20X1=20 Marks)
Answer all the questions

1. If A and B are two sets in M with AcB, then MA<MB this
property is called...................
a) Additivity b) subadditivity
C) monotonicity d) translation invariant
2. The outer measure of an interval iS itS...........................

a) Length  b) measure c¢) endpoints  d) resistance
3. If A is countable then m*A=............
a)l b)0 C) d)-1

4. Every isolated set of real numberis .....................
a)finite b)countable c)infinite  d)uncountable
5. The collection M of measurable setsis.......................
a) countable set b) measurable

c) borel set d) o —algebra
6. A bounded function f on [a,b] is Riemann integrable if the set of
points at which fiis......... has measure zero
a) continuous b)discontinuous
¢) limit d) converges

7. The set [0,1]iS................

a) Not countable b) countable

C) uncountable d) measurable
8. If f is a bounded measurable function defined on a.....set

a) measurable b)semi open  c)subset

9. If M*E=0Othen Eis .....................
a) outer measure b) measurable
c) borel set d) o —algebra
10. If E1 and E2 are measurable then
M (ELIUE2) + M(E1 N E2)=...............
a) m(E1+E2) b) mE1+mE2
C) mE1 - mE2 d) m(E1-E2)
11. A non-negative measurable function f'is called .....over the
measurable  set.

d)closed

a) Finite b)Continue  c) Integrable d) Discontinue
12. If f is a bounded measurable function defined on a.....set

a) Closed b) Open c) Measurable d) Semi
open
13. Lebesgue measure is

a) complete b) closed c) borel set d) compact

14. A bounded function f on [a,b] is Riemann integrable if the set of
points at which f is discontinuous has measure......
a)0 b)1 C)2 d)3
15. Every measurable function is nearly ..................
a) continuous b) uniformly convergent
¢) uniformly continuous d) discontinuous
16. Every set with outer measure Zero is ...........ceoevueveieenennnnn
a) countable set b) measurable
c) borel set d) o —algebra
17. The Complementofan Fy is ..................



a)Fs b) Gs
18. The complement of a measurable set is ..................
a) countable set b) measurable
c) borel set d) c —algebra
19. A countable union of sets in F is again in...............
a) Fs b) Gs c)Fs

20. The intersection of any collection of closed sets is
a) measure set
d)closed

b)open c)subset

PART - B (3X2=6 Marks)
Answer all the questions

21. Define lebesgue measure

Lebesgue measure is the standard way of assigning

a measure to subsets of n-dimensional Euclidean space. For n =1, 2,
or 3, it coincides with the standard measure of length, area,

or volume. In general, it is also called n-dimensional volume, n-
volume, or simply volume.™t! It is used throughout real analysis, in
particular to define Lebesgue integration. Sets that can be assigned a
Lebesgue measure are called Lebesgue measurable; the measure of
the Lebesgue measurable set Ais here denoted by A(A).

22. Define outer measure.

An outer measure is a set function pu such that

= |ts domain of definition is an hereditary oco-ring (also called co-
ideal) of subsets of a given space XX, i.e. a co-
ring RcP(X)RcP(X) with the property that for
every EEREER all subsets of EE belong to RR;

= Itsrange is the extended real half-line [0,00[0,0];
= w(®)=0u(P)=0 and up is oo-subadditive (also called countably
subadditive), i.e. for every countable family {Ei}cR{Ei}cRthe

following inequality holds:
w(UIED)<Y ip(Ei).

23. Define Riemann Integral.

The Riemann integral is based on the Jordan measure, and defined
by taking a limit of a Riemann sum,

.IT

f feydx= lim zlf (i) A xg (1)
fff (oy)dA= lm ;.f (x5 i) A Ay (2)

f f f fey.Ddve Tm ; Fla, vi ) A Vi, 3)

where a=x=b and %, ¥, and % are arbitrary points in the
intervals Axx, & ye, and 4 zx, respectively. The value max A x; js
called the mesh size of a partition of the interval [a. ] into
subintervals & xi .

PART - C (3X8=24 Marks)
Answer all the questions

24. a) Prove that outer measure of an interval is its length.
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Proof We begin with the case of a closed, bounded interval [a, b]. Let € > 0. Since the open
interval (a — ¢, b+ €) contains [a, b] we have m*([a, b]) < £((a—¢€,b+¢€)) = b—a+2¢. This
holds for any € > 0. Therefore m*([a, b]) < b —a. It remains to show that m*([a, b]) = b—a.
But this is equivalent to showing that if {I,}{2, is any countable collection of open, bounded
intervals covering [a, b], then

oo
> eh)2b-a ()
k=1 )
By the Heine-Borel Theorem,* any collection of open intervals covering [a, b] has a finite
subcollection that also covers [g, b]. Choose a natural number n for which {I}}_; covers
[a, b]. We will show that

S (k) zb-a, @
k=1

and therefore (1) holds. Since a belongs toJ}_, I;, there must be one of the Ji’s that contains
a. Select such an interval and denote it by (ay, b ). We have @) <a <b. If by = b, the
inequality (2) is established since

n
E UL)=b—ay>b—a.
k=1
Otherwise, b €[a, b), and since & ¢ (a1, b ), there is an interval in the collection {f}}_;,
which we label (a3, b, ), distinct from (a3, b; ), for which b; € (a2, b2); that is, ay < by < by.
If by > b, the inequality (2) is established since

Seth)=bi-a)+(hr-a)=bh-(a-b)-a>bh-a>b-a
k=1
We continue this selection process until it terminates, as it must since there are only n
intervals in the collection {I;}]_, . Thus we obtain a subcollection {(ay, bx )};Ll of {I};_, for
which
a < a,

while
ap <hforl<k<N-1,

and, since the selection process terminated,
by > b.
Thus

n N
> k) = ) b bi))
k=1 k=l

= (by —an) + (by-1 —an-1)+--++ (b1 —ay)
=by—(ay=by_1)—...—(m2—h)-a

>by—a>b-a.
Thus the inequality (2) holds.

If 1is any bounded interval, then given € > 0, there are two closed, bounded intervals
Ji and J, such that
LCIChH

while
L) —e<f(N)and £(Jr) <€(I)+e.
By the equality of outer measure and length for closed, bounded intervals and the mono-
tonicity of outer measure,
(I)—e<t(J1) =m*(N) =m*(I) <m*(J) = £(f) <&(I) +e.

This holds for each ¢ > 0. Therefore £(1) = m*(I).

If I is an unbounded interval, then for each natural number n, there is an interval J C T
with £(J) = n. Hence m*(I) = m*(J) = £(J) = n. This holds for each natural number n.
Therefore m*(1) = co. ' g

21. b) Prove that the collection M of measurable setisa o-

algebra.

Now {I ;}1<k.i<o0 18 @ countable collection of open, bounded intervals that covers |2, Ej:
the collection is countable since it is a countable collection of countable collections. Thus,
by the definition of outer measure,



m*(@ Ek) < Y Uhi)= § {% g([k.f]}
k=1 1<k, i<oo K=1|i=1
< §fpece o2
r=1

= {% m*(Ex) | +e.
k=1

Since this holds for each € > 0, it also holds for € = 0. The proof is complete.
If {Ex}}_, is any finite collection of sets, disjoint or not, then

m’(o Ek) < i m*(Ey).
k=1

k=1

25.a) If ‘c’ be a constant and fand g two measurable real valued
function defined on the same domain.Then prove that the
function f+c, cf ,f+g ,g-f and fg are also measurable.

Proof By the above remarks, we may assume f and g are finite on all of E. If « = 0, then
the function a f also is measurable. If « # 0, observe that for a number ¢,

{xeE| af(x)>c}={xeE]| f(x)>c/a} ifa>0
and
{xeE| af(x)>c}={xeE| f(x)<c/a} ifa<0.

Thus the measurability of f implies the measurability of « f. Therefore to establish linearity
it suffices to consider the case thata =B =1.

ForxeE, if f(x)+ g(x) <c,then f(x) <c— g(x) and so, by the density of the set of
rational numbers Q in R, there is a rational number g for which
flx)<gq<c—g(x).

Hence

{xeE| f(x)+g(x}<:c}=[_é{xe£‘| g(x)<c—g}n{xeE| f(x)<gq}.
HE

The rational numbers are countable. Thus {x € E| f(x) + g(x) < c} is measurable, since it is
the union of a countable collection of measurable sets. Hence f + g is measurable,

To prove that the product of measurable functions is measurable, first observe that

fo= ol +eV - £~ £

Thus, since we have established linearity, to show that the product of two measurable
functions is measurable it suffices to show that the square of a measurable function is
measurable. For ¢ > 0,

(xeE| fA(x)>c) = xeE| f(x)> e} UxeE| f(x) < =)

while for ¢ <0,
xeE| fA(x)>c)=E.

Thus f? is measurable. O
Many of the properties of functions considered in elementary analysis, including con-

tinuity and differentiability, are preserved under the operation of composition of functions.
However, the composition of measurable functions may not be measurable.



26. a) If fand g be integrable over E, then prove that
(i) The function cf is integrable over E and integral fE cf =

cfy f-
(ii) The function f+g is integrable over Eand [ f + g = [ f

+J.9.

25. b) State and prove Little wood’s three principles.

Proof:

Littlewood’s three principles for the Lebesgue measure on R
are, roughly speaking: 1. Every measurable set of finite measure is
nearly a finite union of intervals 2. Every measurable function is
nearly continuous 3. Every convergent sequence of functions is
nearly uniformly convergent The second and third principles are also
known as Lusin’s and Egorov’s theorems, respectively. The first
principle has no other name that I know of: Theorem 1 (Littlewood’s
first principle). Let E be a Lebesgue measurable subset of R, and
assume € > 0 is given. Then there exists a finite union F of intervals
such that u(E 4F) < &. Proof. We go back to the definition of
Lebegue outer measure: There is a sequence of intervals (lj)jJEN
such that E € [ jeN Ijand X jeN ulj < uE +e. In particular, the sum
above converges, so we can fix some n with X p>n ulj<e. Let F =]
j<nlj. Then p(F\E) <p *[jEN Ij\E "< X jeN ulj —uE < ¢ and u(E
\F) <p?[jeENIJ\F "<p[j>nlj<Xj>nplj<g,sothat n(E4F) <
M(E\F) + u(F\ E) < 2¢ (and hence the overly pedantic person would
replace € by €/2 throughout the proof).

Proof Fora>0,0<h < fon Eifand onlyif 0 < ah < af on E. Therefore, by the linearity
of the integral of bounded functions of finite support, [, af = a [, f. Thus, to prove linearity
we need only consider the case & = 8 = 1. Let h and g be bounded measurable functions of
finite support for which0 <h < fand0 <k <gon E.Wehave0<h+k< f+gon E,
and k + k also is a bounded measurable function of finite support. Thus, by the linearity of
integration for bounded measurable functions of finite support,

Lh+Lk=fE(h+k)sL(f+g).

The least upper bound for the sums of integrals on the left-hand side, as h and k vary
among bounded measurable functions of finite support for which & < f and k < g, equals
J& f+ [ 8- These inequalities tell us that [.( f + g) is an upper bound for these same sums.

Therefore,
j;f+j;_gsL(f+g}-

It remains to prove this inequality in the opposite direction, that is,

j;(f+g)£j;f+j;g-

By the definition of [,(f + g) as the supremum of [, ¢ as ¢ ranges over all bounded
measurable functions of finite support for which 0 < £ < f + g on E, to verify this inequality
it is necessary and sufficient to show that for any such function £,

Lzsj;ﬂj;g. (13)

For such a function ¢, define the functions k and k on E by
h=min{f. £}andk=£—-honE.



Let x belong to E. If £(x) < f(x), then k(x) = 0 < g(x); if £(x) > f(x), then (.
£(x)— f(x) < g(x). Therefore, h < gon E. Both k and k are bounded measurable func
of finite support. We have

O<h=<f,0<k<gandf=h+konkE.

Hence, again using the linearity of integration for bounded measurable functions of |
support and the definitions of [, f and [, g, we have

[i= [0+ frs [ 1+ [

Thus (13) holds and the proof of linearitv is complete.

26. b) State and prove lebesgue convergence theorem.

The Lebesgue Dominated Convergence Theorem Let (f,} be a sequence of measurable
functions on E. Suppose there is a function g that is integrable over E and dominates { f,} on
E in the sense that | fy| < gon E foralin.

If {fa} = f pointwise a.e. on E, then f is integrable over E and 1imm fu= [ I
n— E E

Proof Since |f,| < gon E and |f| < g a.e.on E and g is integrable over E, by the integral
comparison test, f and each f, also are integrable over E. We infer from Proposition 15
that, by possibly excising from E a countable collection of sets of measure zero and using the
countable additivity of Lebesgue measure, we may assume that f and each f, is finite on E.
The function g — f and for each n, the function g — f,, are properly defined, nonnegative
and measurable. Moreover, the sequence {g — f,} converges pointwise a.e.on E to g — f.
Fatou’s Lemma tells us that

L(g—flsliminffE(g—fn}-

Thus, by the linearity of integration for integrable functions,

fss-Lf=L(g—f)smM];(s-fn)=f£3—1imsupf;f..,
ﬁmsupo,.gLf.

Similarly, considering the sequence {g + f,}, we obtain

Lfsliminifgfn-

The proof is complete. (]

that is,
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PART-A (20 x 1 =20 Marks)
Answer all the questions
1. The dependence on the interval [a,b] or on the function f, If

T<oo,we say that fis of over [a, b].
a) variance b) bounded variation
c) function d) measure

2. If f is absolutely continuous on [a,b]&f’(x)=0 a.e ,then fis _

a) constant b)bounded
C) variance d) continuous
3. Lebesgue measure on [0,1] is an example of a
a) finite measure b) countable
C) uncountable d) infinite measure
4. The Hahn decomposition is not
a) composite b) unique
c) countable d) convergent
5. The outer measure p* is called the
a) outer measure reduced by p
b) outer measure reduced by p*
c) outer measure induced by
d) outer measure induced by p*
6. A function F is an indefinite integral ifand only if itis

a) absolutely continuous b) continuous

c) bounded d) measure
7. Every absolutely continuous function is the of its
derivative.
a) indefinite integral b) integral
C) continuous d) bounded

8. The counting measure on an is a measure which is
not o-finite.
a) uncountable set
c) complement set d) disjoint set
9. A measure p is said to be if each measurable set of

infinite measure contains measurable sets of arbitrary

b) countable set

large finite.
a) semi finite b) semi circle
c) function d) completion

10. A measure space is said to be if B contains all the

subsets of sets of measure zero.

a) addition b) subtraction
c) complete d) sequence
11. A measurable p is called if it has a

decomposition.

a) measurable
c) decomposable

12. The set function isan
a) Inner measure b) outer measure
) measurable d) integrable

13. Any measurable set contained in a set of o finite measure

is itself of

a) infinite measurable
c) o-finite measurable

b) decomposition
d) Jordan

b) measurable
d) finite measurable

14. Every measurable subset of a positive set is



a) itself positive
C) positive and negative
15. A subset A(x) is called
a) Outer measure b) Measurable
c) Inner measure d) Countable
16. The derivative of the indefinite integral of an integral
function is equal to the almost everywhere.
a) integrand b) positive
C) non integrand d) negative
17. A real valued function f defined on [a,b] is said to be

b) itself negative
d) null set
with respect to B if AeB.

on[a,b].
a) continuous b) countable
C) measure d) absolutely continuous

18. A set that is both positive and negative with respect to v is
called a
a) disjoint set
c) null set

b) measurable set
d) countable set

19. The decomposition of v given by the proposition is called
the of v.

a) Hahn decomposition
c¢) Minkowski inequality
decomposition
20. Lebesgue measure on (- o0,00) is an example of a
a) infinite b)e-finite measure
C) measure space d) o-infinite measure

b) Hausdorff inequality
d) Jordan

Part-B(3x2=6 Marks)
Answer all the questions
21. Define measurable space.

Let X be a set and 2 a c-algebra over X. A function x from 2 to
the extended real number line is called a measure if it satisfies
the following properties:

o Non-negativity: For all E in X: u(E) > 0.

e Null empty set:
o Countable additivity (or c-additivity): For
all countable collections of pairwise disjoint sets in X:

22. Define o-finite measure

A measure u defined on a c-algebra X of subsets of a set X is
called finite if x(X) is a finite real number(rather than ). The
measure u is called o-finite if X is the countable union of
measurable sets with finite measure. A set in a measure space
is said to have o-finite measure if it is a countable union of
measurable sets with finite measure.

23. Define Signed Measures.
(X,5)

Let be a measurable space. A

v:8 — [—o0,00]

function is a signed measure if

v(0) =0

{—o0,00}N . .

. (range 1) is a singleton set or empty.
. {E’E}*?il . L .

o |if are a pairwise disjoint collection of
measurable sets, then


https://en.wikipedia.org/wiki/Sigma-algebra
https://en.wikipedia.org/wiki/Extended_real_number_line
https://en.wikipedia.org/wiki/Sigma_additivity
https://en.wikipedia.org/wiki/Countable
https://en.wikipedia.org/wiki/Disjoint_sets
https://en.wikipedia.org/wiki/Measure_(mathematics)
https://en.wikipedia.org/wiki/Sigma-algebra
https://en.wikipedia.org/wiki/Set_(mathematics)
https://en.wikipedia.org/wiki/Real_number
https://en.wikipedia.org/wiki/Countable_set
https://en.wikipedia.org/wiki/Union_(set_theory)

=1

i'./’l:U Ei) = z V[Ee;)

where the sum converges absolutely
> v(E;) < oo
if .

Part-C (3x8=24 Marks)

Answer all the questions

24. a) State and prove Vitali theorem.

Theorem 17 (Vitali) Any set E of real numbers with positive outer measure contains a subset
that fails to be measurable.

Proof By the countable subadditivity of outer measure, we may suppose E is bounded. Let
Cg be any choice set for the rational equivalence relation on E. We claim that Cg is not
measurable. To verify this claim, we assume it is measurable and derive a contradiction.

Let Ay be any bounded, countably infinite set of rational numbers. Since Cg is
measurable, and, by (16), the collection of translates of Cx by members of Ay is disjoint, it
follows from Lemma 16 that m(Cg) = 0. Hence, again using the translation invariance and
the countable additivity of measure over countable disjoint unions of measurable sets,

mJA+Ce)| = 3 m(a+Cg)=0.
PYY PYIN

To obtain a contradiction we make a special choice of Ag. Because E is bounded it is
contained in some interval [—b, b]. We choose

Ag =[-2b, 26N Q.
Then Ay is bounded, and is countably infinite since the rationals are countable and dense.!!
We claim that
EC U (A +Ca) an

Ae[~2b,26]0Q

Indeed, by the second characteristic property of Cg, if x belongs to E, there is a number ¢ in
the choice set Cg for which x = ¢ + ¢ with ¢ rational. But x and ¢ belong to [—b, b], so that ¢
belongs to [-2b, 2b]. Thus the inclusion (17) holds. This is a contradiction because E, a set
of positive outer measure, is not a subset of a set of measure zero. The assumption that Cg
is measurable has led to a contradiction and thus it must fail to be measurable. |

b) Prove that if fis absolutely continuous on [ a, b] and
f ‘(x) = 0 almost everywhere then f is constant.

p*(A) =p*(ANE)+p*(ANES)
=p*(ANE)) +p*([ANES]IN E2) + p*([AN ES] N ES).
Now use the set identities
[ANEF]NES = AN[E U B¢

and
[ANE|U[ANE; N EF] = AN[EI U Ea),

together with the finite monotonicity of outer measure, to obtain
p(A) =p*(ANE)+u*(ANES)
=p*(ANEL) +p*([ANES]IN Ey) +p*([AN E{] N EF)
=p*(ANE) +p*([ANEf]N B2) + p* (AN [E U E2]€)

> p*(AN[EyUE]) +p*(AN[E; U Ey]).



Thus Eq U E; is measurable. Now let (Ey);_; be any finite collection of measurable
sets. We prove the measurability of the union (J;_, Ex, for general n, by induction. This is
trivial for n = 1. Suppose it is true for n — 1. Thus, since

n n—1
U Ep = U E.|UE,
k=1 k=1
and the union of two measurable sets is measurable, the set Uj_; E is measurable. fin]

25. a) State and prove Jordan decomposition theorem.

The Jordan Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there are two mutually singular measures v+ and v~ on (X, M) for which

v=v" — v~ Moreover, there is only one such pair of mutually singular measures.

The decomposition of a signed measure v given by this theorem is called the Jordan
decomposition of v. The measures »* and »~ are called the positive and negative parts (or
variations) of ». Since » assumes at most one of the values +oo and —co, either »* or »~
must be finite. If they are both finite, we call » a finite signed measure. The measure |v| is
defined on M by

[v|(E) =v*(E)+v~(E)forall E € M.

We leave it as an exercise to show that

wI(X) =sup 3 (B, @

where the supremum is taken over all finite disjoint collections {E;};_; of measurable subsets
of X. For this reason |v|( X) is called the total variation of v and denoted by ||¥|lyer-

b) If f be an integrable function on [a,b] , and suppose that F(x) =
F(a) + f; f(t)dt then prove that F'(x) =f(x) for almost all x in
[a, b].

Proof. By Proposition 7.27 f is of bounded variation; hence, by Theorem
7.18, f has a derivative almost everywhere and f' € L'([a,#])). To prove
(7.21) consider the function
.
= / f(t)dt.
o

Then, by Theorem 7.30, g is absolutely continuous on [a, b] and ¢'(z) = f'(z)
ae. in [a,b]. Setting ® = g— f, @ is absolutely (,ommuouk heing the

difference of two absolutely continuous functions, and ¢'(z) = 0 a.e. in [a,b].
It follows from the previous lemma that @ is constant, that is ®(z) = ®(a) =
fla) = g(a) = f(a), by which

flz) = ®(z) + g(z) = fla) + [J‘ f(tydt Yz €la,b.

g

26. a) If { fn } be a sequence of nonnegative measurable
function that converges a.e on the set E to a function f
then prove that [ f < lim f, .

Proof. If we denote by Z the family of all finite disjoint union of subintervals
of [a, B], it is immediate to see that T is an algebra and [, g(#)dt = 0 for every
A €. Let V be an open set in [a,b]; then V' = U2 [, where I,, C [a,}]
is a subinterval. For every n, since U',I; € I, we have [ oo 9l t)dt =0
Lebesgue Theorem implies -

[ glt)dt = 1111 / g(t)dt =10
LR H

Assume by contradiction the existence of E € B([a,b]) such that A(E) = 0
and g(z) > 0in E. By Theorem 1.55 there exists a compact set K < E such
that A(K) > 0. Setting V' = [a, 0]\ K, V' is an open set in [a, D]; then

b
0= / glt)dt = [ g(t)dt + [ glt)dt = / g(t)dt =0
Ja Jv S JK

and the contradiction follows. O

Returning to the problem of differentiating the indefinite Lebesgue in-
tegral, in the following Theorem we evaluate the derivative (7.1), thereby
giving an affirmative answer to the first of the two questions posed at the
beginning of the chapter.

b) State and prove Hahn decomposition theorem



The Hahn Decomposition Theorem Let v be a signed measure on the measurable space
(X, M). Then there is a positive set A for v and a negative set B for v for which

X=AUBand ANB=0.

Proof Without loss of generality we assume +oo is the infinite value omitted by v. Let P be
the collection of positive subsets of X and define A = sup {¢(E) | E € P}. Then A > 0 since
P contains the empty set. Let {4;}7°, be a countable collection of positive sets for which
A = lim; 0 v(Ar). Define A = U, Ar. By Proposition 4, the set A is itself a positive set,
and 50 A > v( A). On the other hand, for each k, A~ A4; C A and so v( A~ A;) = 0. Thus

v(A)=v(A) +v(A~A) =2 v(A).

Hence #(A) = A. Therefore »(A) = A, and A < oo since v does not take the value co.

Let B = X~ A. We argue by contradiction to show that B is negative. Assume B is
not negative. Then there is a subset E of B with positive measure and therefore, by Hahn’s
Lemma, a subset Ey of B that is both positive and of positive measure. Then A U Ep is a
positive set and

»(AUEy) =»(A) +»(Eg) > A,
a contradiction to the choice of A. O
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