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Objectives: This course aims to give essential ideas on stochastic process which have wide  

applications with differential equations. 

UNIT -I 

Definition of Stochastic Processes – Markov chains: definition, order of a Markov Chain – 

Higher transition probabilities – classification of states and chains.   

UNIT -II 

Markov Process with discrete state space: Poisson process – and related distributions – properties 

of Poisson process, Generalizations of Poisson Processes – Birth and death Processes – 

continuous time Markov Chains.  

 UNIT -III 

Markov processes with continuous state space: Introduction, Brownian motion – Weiner Process 

and differential equations for Weiner process, Kolmogrov equations – first passage time 

distribution for Weiner process – Ornstein – Uhlenbech process.   

UNIT -IV 

Branching Processes: Introduction – properties of generating functions of Branching process– 

Distribution of the total number of progeny, Continuous- Time Markov Branching Process, Age 

dependent branching process: Bellman-Harris process.   

UNIT -V 

Stochastic Processes in Queuing Systems: Concepts – Queuing model M/M1 – transient behavior 

of M/M/1 model – Birth and death process in Queuing theory: M/M/1 – Model related 

distributions – M/M/1 - M/M/S/S – loss system - M/M/S/M – Non birth and death Queuing 

process: Bulk queues – M(x)/M/1.  

SUGGESTED READINGS 

TEXT BOOK 
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T .Medhi, J., (2006). Stochastic Processes, 2nd Edition, New age international Private limited,  
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KARPAGAM ACADEMY OF HIGHER EDUCATION 

 (Deemed to be University Established Under Section 3 of UGC Act 1956) 

Coimbatore – 641 021.  

   

 

LECTURE PLAN 

DEPARTMENT OF MATHEMATICS 

 
STAFF NAME:  Dr. K.KALIDASS 

SUBJECT NAME: STOCHASTIC PROCESS       SUB.CODE:16MMP402 

SEMESTER: IV             CLASS:  II M. Sc. MATHEMATICS 

S. No 

Lecture 

Duration 

Hour 

Topics To Be Covered 
Support 

Materials 

UNIT-I 

1 1 Introduction to stochastic processes T: Ch 1, 49 

2 1 Definitions and examples on stochastic 

processes 

T: Ch 1, 50-51 

3 1 Definitions and Examples on Markov chains T: Ch 2, 63-65 

4 1 Theorems on order of a Markov Chain T: Ch 2, 69-70 

5 1 Theorems on higher transition probabilities T: Ch 2, 70-72 

6 1 Problems on higher transition probabilities T: Ch 2, 73-74 

7 1 Theorems on classification of states and chains T: Ch 2, 78-80 

8 1 Problems on classification of states and chains T: Ch 2, 82-88 

9 1 Recapitulation and Discussion  of possible 

questions 

 

Total number of hours planed for unit I  9  hours 

UNIT-II 

1 1 Markov process with discrete state space T: Ch 2, 101-103 

2 1 Continuation of  Markov process with discrete 

state space 

T: Ch 2, 104-106 

3 1 Theorems on Poisson process T: Ch 3, 138-144 

4 1 Continuation of  theorems on Poisson process T: Ch 3, 144-149 

5 1 Properties of Poisson process T: Ch 3, 150-155 

6 1 Generalizations of Poisson processes T: Ch 3, 155-160 

7 1 Theorems on birth and death processes T: Ch 3, 165-170 

8 1 Theorems on continuous time Markov Chains T: Ch 3, 171-175 

9 1 Recapitulation and Discussion  of possible  

questions  

Total number of hours planed for unit II 9 hours 

UNIT-III 

1 1 Markov processes with continuous state space T: Ch 2, 122-124 

2 1 Introduction to Brownian motion T: Ch 4, 197-198 
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3 1 Some simple properties of Weiner process T: Ch 4, 198-200 

4 1 Differential equations for Weiner process T: Ch 4, 200-201 

5 1 Kolmogrov equations T: Ch 4, 201-202 

6 1 First passage time distribution for Weiner 

process 

T: Ch 4, 202-203 

7 1 Examples and Problems on Ornstein T: Ch 4, 203-205 

8 1 Examples and Problems on Uhlenbech process T: Ch 4, 205-207 

9 1 Recapitulation and Discussion  of possible 

questions 

 

Total number of hours planed for unit III  9 hours 

UNIT-IV 

1 1 Introduction to Branching Processes T: Ch 9, 347-350 

2 1 Properties of generating functions of Branching 

process 

T: Ch 9, 350-359 

3 1 Distribution of the total number of progeny T: Ch 9, 359-361 

4 1 Continuous- Time Markov Branching Process T: Ch 9, 371-377 

5 1 Age dependent branching process T: Ch 9, 377 

6 1 Bellman-Harris process T: Ch 9, 378 

7 1 Examples and Problems on Bellman-Harris 

process 

T: Ch 9, 379-380 

8 1 Examples and Problems on Bellman-Harris 

process 

T: Ch 9, 381 

9 1 Recapitulation and Discussion  of possible 

questions 

 

Total number of hours planed for unit IV 9 hours 

UNIT-V 

1 1 Introduction of Queuing Systems T: Ch 10,388-390 

2 1 Queuing model M/M1 T: Ch 10,391 

3 1 transient behavior of M/M/1 model T: Ch 10,392 

4 1 Birth and death process in Queuing theory T: Ch 10,392 

5 1 M/M/S/S – loss system T: Ch 10,393-394 

6 1 Non birth and death Queuing process T: Ch 10,395 

7 1 Bulk queues- M(x)/M/1 T: Ch 10,396-398 

8 1 Recapitulation and Discussion  of possible 

questions 

 

9 1 Discussion of possible questions  

Total number of hours planed for unit V 12 Hours 
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TEXT BOOK 

T  Medhi, J., (2006). Stochastic Processes, 2nd Edition, New age international Private 

limited, New Delhi 
 

REFERENCES 

R1 Basu, K., (2003). Introduction to Stochastic Process, Narosa Publishing House, New 
Delhi 
R2 Goswami and Rao, B. V., (2006). A Course in Applied Stochastic Processes, 

Hindustan Book  Agency, New Delhi 

R3 Grimmett, G. and Stirzaker D., (2001). Probability and Random Processes, 3rd Ed., 

Oxford University Press, New York 

R4 Papoulis.A and Unnikrishna Pillai,(2002). Probability, Random variables and 

Stochastic Processes, Fourth Edition, McGraw-Hill, New Delhi. 

 

Total no. of Hours for the Course: 45 hours 

 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
      CLASS: II M.Sc MATHEMATICS                                COURSE NAME: GROUP THEORY II 

COURSE CODE: 16MMP402            UNIT: I(Markov processes)       BATCH-2016-2018 
 

Prepared by  Dr. K. Kalidass, Asst Prof, Department of Mathematics, KAHE Page 1/15             
 

 

UNIT-I 

SYLLABUS 

Markov Process with discrete state space: Poisson process – and related distributions – properties 

of Poisson process, Generalizations of Poisson Processes – Birth and death Processes – 

continuous time Markov Chains. 
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Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

Let X(t) be the number of customers waiting for service in a 
service facility.  Then S is ----------- state space

continuous discrete
neither 
continuous nor 
discrete

both continuous 
and discrete

discrete

Let X(t) be the number of customers waiting for service in a 
service facility.  Then S =

{0,1,2,…,100} {1,2,…,100} {0,1,2,…} {1,2,…} {0,1,2,…}

Let X(t) be the number of customers waiting for service in a 
service facility.  Then {X(t), t>=0} is a ------ time stochastic 
process with discrete state space

continuous discrete
neither 
continuous nor 
discrete

both continuous 
and discrete

continuous

Let X(t) be the number of customers waiting for service in a 
service facility.  Then {X(t), t>=0} is a  continuous time stochastic 
process with ------ state space

continuous discrete
neither 
continuous nor 
discrete

both continuous 
and discrete

discrete

The one step transition probability is ------------- stochastic random
neither stochastic 
nor random

both stochastic 
and random

both stochastic 
and random

The ------ step transition probability is stochastic 1 2 3 all the above all the above
A matrix neither both both
 is called stochastic if  nor  and  and 

If 
 is a stochastic matrix then 

Possible Questions                               
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Consider a game where a coin tossed repeatedly. If the coin 
turns head, the player wins a dollar which happens with p, 
otherwise the player losses all his winnings.   Let 

  denote the player’s fortune after the nth toss. Then 
0 with probability

Consider a game where a coin tossed repeatedly. If the coin 
turns head, the player wins a dollar which happens with p, 
otherwise the player losses all his winnings.   Let 

  denote the player’s fortune after the nth toss. Then 
 with probability

Consider a game where a coin tossed repeatedly. If the coin 
turns head, the player wins a dollar which happens with p, 
otherwise the player losses all his winnings.   Let 

  denote the player’s fortune after the nth toss. Then 
  is a ------- process

Consider a game where a coin tossed repeatedly. If the coin 
turns head, the player wins a dollar which happens with p, 
otherwise the player losses all his winnings.   Let 

  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is 0 1 2 3 1

Which of the following cannot be an eigen value of tpm P? 0 1 -1 2 2

Eigen values of tpm  lies between 0 and 1 1 and 2 -1 and 1 -1 and 0 -1 and 1

Absolute value of eigen values of a tpm is 1 0
less than or equal 
1

less than or equal 
0

less than or equal 
1

A state j is said to be accessible from a state i if 
  for some n
A state j is said to be --------from a state i if 

p 1-p 0 1 1-p

p

Markov stochastic random all the above all the above

p 1-p 0 1

Markov

In a branching process, n 0

Markov non Markov
neither Markov 
nor non Markov

both Markov and  
non Markov

greater than

accessible not accessible
neither both accessible 

accessible

less than
less than or 
equal

greater than 
greater than or 
equal 
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 for some n
A state j is said to be accessible from a state i if 
  for ------- n

States i and j are said to communicate if j is accessible from i
 i is accessible 
from j

both of them neither of them both of them

accessible not accessible
accessible nor and not accessible

accessible

someall finite infinite some

PREPARED BY: Dr. K. Kalidass, Asst Prof, Mathematics



Question

Let X(t) be the number of customers waiting for service in a service facility.  
Then S is ----------- state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then S =

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a ------ time stochastic process with discrete state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a  continuous time stochastic process with ------ state space

The one step transition probability is ------------- 

The ------ step transition probability is stochastic

A matrix 
 is called stochastic if 

If 
 is a stochastic matrix then 
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
0 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 

   (Question Nos. 1 to 20 Online Examinations)

KARPAGAM ACADEMY OF HIGHER EDUCATION
        Subject: Stochastic Process                                                                                      Subject Code: 16MMP402
        Class   : II M.Sc Mathematics                                                                              Semester      : IV

PART A (20x1=20 Marks)



  denote the player’s fortune after the nth toss. Then 
  is a ------- process
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is
Which of the following cannot be an eigen value of tpm P?
Eigen values of tpm  lies between 

Absolute value of eigen values of a tpm is 

A state j is said to be accessible from a state i if 
  for some n

In a branching process, 



Choice 1 Choice 2 Choice 3 Choice 4 Answer

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

{0,1,2,…,100}
{1,2,…,100
}

{0,1,2,…} {1,2,…} {0,1,2,…}

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

continuou
s

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

stochastic random

neither 
stochastic 
nor 
random

both 
stochastic 
and 
random

both 
stochastic 
and 
random

1 2 3
all the 
above

all the 
above

neither both both
 nor  and  and 
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Possible Questions                               

p 1-p 0 1 p

p 1-p 0 1 1-p

Markov stochastic random 
all the 
above

all the 
above



0 1 2 3 1
0 1 -1 2 2

0 and 1 1 and 2 -1 and 1 -1 and 0 -1 and 1

1 0
less than 
or equal 1

less than 
or equal 0

less than 
or equal 1

above above

Markov
non 
Markov

neither 
Markov 
nor non 
Markov

both 
Markov 
and  non 
Markov

Markov

n 0

less than less than 
or equal

greater 
than 

greater 
than or 

greater 
than
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UNIT-II 

SYLLABUS 

Markov Process with discrete state space: Poisson process – and related distributions – properties 

of Poisson process, Generalizations of Poisson Processes – Birth and death Processes – 

continuous time Markov Chains 
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Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

States i and j are said to communicate if j is accessible from i
 i is accessible 
from j

both of them neither of them both of them

If  i and j are communicate and  i is positive recurrent then j is positive recurrent
positive 
recurrent

not positive 
recurrent

positive recurrent

If  i and j are communicate and  i is ------- then j is  positive 
recurrent

positive recurrent
positive 
recurrent

not positive 
recurrent

positive recurrent

A continuous  non negative random variable  has memory less 
property iff it is ---------------- random variable

Poisson exponential geometric binomial exponential

A continuous  non negative random variable  has --------- 
property iff it is  exponential  random variable

Markov memory less
neither Markov 
nor memory less

either Markov or  
memory less

either Markov or  
 memory less

A------  non-negative random variable  has has memory less 
property  iff it is  exponential  random variable

continuous discrete
both continuous 
and discrete

neither 
continuous  nor 
discrete

continuous

A continuous random variable has constant hazard rate iff it is 
an   ------ random variable

Poisson exponential geometric binomial exponential

A -------- random variable has constant hazard rate iff it is an   
exponential random variable

continuous discrete
both continuous 
and discrete

neither 
continuous  nor 
discrete

continuous

A continuous random variable has -------  hazard rate iff it is an   
exponential

constant non zero zero 1 constant

Possible Questions                               
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A continuous random variable has constant --------rate iff it is 
an   exponential

hazard rate mean variance SD hazard rate

Hazard rate of exponential random variable is constant non zero zero 1 constant
Hazard rate of exponential random variable is 0 1 -1
Minimum of k independent exponential random variables is ----- 
 random variable

Poisson exponential geometric binomial exponential

------ of k independent exponential random variables is an 
exponential random variable

Maximum Minimum sum difference Minimum

Minimum of k independent -------random variables is an 
exponential random variable

Poisson exponential geometric binomial exponential

Sum of iid exponential random variables is ------- random 
variable

Poisson exponential geometric Erlang Erlang

Sum of iid --------- random variables is  an Erlang random 
variable

Poisson exponential geometric binomial exponential

Sum of ----- exponential random variables is an Erlang random 
variable

independent identical 
neither 
independent nor 
identical

both 
independent and 
identical

both 
independent and 
identical

Counting process is called ------- process Poisson exponential geometric binomial Poisson
---------process is called  Poisson process Counting sum Minimum difference Counting

Consider a game where a coin tossed repeatedly. If the coin 
turns head, the player wins a dollar which happens with p, 
otherwise the player losses all his winnings.   Let 

  denote the player’s fortune after the nth toss. Then 
  is a ------- process

MarkovMarkov non Markov
neither Markov 
nor non Markov

both Markov and  
non Markov
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Question

Let X(t) be the number of customers waiting for service in a service facility.  
Then S is ----------- state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then S =

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a ------ time stochastic process with discrete state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a  continuous time stochastic process with ------ state space

The one step transition probability is ------------- 

The ------ step transition probability is stochastic

A matrix 
 is called stochastic if 

If 
 is a stochastic matrix then 
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
0 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
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  denote the player’s fortune after the nth toss. Then 
  is a ------- process
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is
Which of the following cannot be an eigen value of tpm P?
Eigen values of tpm  lies between 

Absolute value of eigen values of a tpm is 

A state j is said to be accessible from a state i if 
  for some n

In a branching process, 



Choice 1 Choice 2 Choice 3 Choice 4 Answer

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

{0,1,2,…,100}
{1,2,…,100
}

{0,1,2,…} {1,2,…} {0,1,2,…}

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

continuou
s

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

stochastic random

neither 
stochastic 
nor 
random

both 
stochastic 
and 
random

both 
stochastic 
and 
random

1 2 3
all the 
above

all the 
above

neither both both
 nor  and  and 

Markov stochastic random 
all the 
above

all the 
above

p 1-p 0 1 1-p

p 1-p 0 1 p

Possible Questions                               
   (Question Nos. 1 to 20 Online Examinations)
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0 1 2 3 1
0 1 -1 2 2

0 and 1 1 and 2 -1 and 1 -1 and 0 -1 and 1

1 0
less than 
or equal 1

less than 
or equal 0

less than 
or equal 1

less than less than 
or equal

greater 
than 

greater 
than or 

greater 
than

n 0

above above

Markov
non 
Markov

neither 
Markov 
nor non 
Markov

both 
Markov 
and  non 
Markov

Markov
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UNIT-III 

SYLLABUS 

.   

Markov processes with continuous state space: Introduction, Brownian motion – Weiner Process 

and differential equations for Weiner process, Kolmogrov equations – first passage time 

distribution for Weiner process – Ornstein – Uhlenbech process 
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UNIT-III/2016-2018 BATCH

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

A Poisson process has  ------- increments independent dependent
neither 
independent nor 
dependent 

both independent 
and dependent

independent

A ------- process has  independent  increments Poisson exponential geometric binomial Poisson

A Poisson process has  ------- increments independent stationary
neither 
stationary nor 
independent 

both stationary 
and independent

both stationary 
and independent

Counting  process has  ------- increments stationary transient 
neither 
stationary nor 
transient 

both stationary 
and  transient

stationary

A ------- process has  stationary  increments Counting sum Minimum difference Counting

Counting process has  ------- increments independent dependent
neither 
independent nor 
dependent 

both independent 
and dependent

independent

------- process has  independent  increments Counting sum Minimum difference Counting

Counting  process has  ------- increments independent stationary
neither 
stationary nor 
independent 

both stationary 
and independent

both stationary 
and independent

Poisson process is a DTDS DTCS CTDS CTCS CTCS
Counting process is a DTDS DTCS CTDS CTCS CTCS

Rate –Equality principle is ____________ Rate down=rate up
Rate up =rate 
down

Rate up < rate 
down

Rate up > rate 
down

Rate up =rate 
down

Possible Questions                               
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The rate enters state n _____the rate leaves the state n greater lesser equals Not equal equals

Rate in = Rate out is known as _____principle Rate-equality Rate-inequality Inequality-rate Equality-rate Rate-equality

The arrival parameter is ________ µ α λ Β λ
The service parameter is________ λ β µ Π µ
In M/M/1 queue the arrival from _____ source Finite infinite open none infinite
Inter arrival times are independent exponential with 
mean________

1/µ 1/λ 1/α none 1/λ

Arrival time is ______distribution Poisson gamma f exponential Poisson
The inter arrival time is _____distribution Poisson gamma f exponential exponential
In M/M/1 queue number of servers______ 1 n n+1 C 1
Service time is ______distribution gamma exponential poisson F exponential
The queue discipline is __________ FCFS SIRO random none FCFS
The Little’s formula is ________ L=λW L=λ/W W=λL L=W/λ L=λW
A stochastic process is {Xn,n>0}is known as_____chain Non-morkov markov Random none Markov
Markov chain is ________on future independent dependent same none independent

λ/µ is known as _____ intensity Traffic intensity arrival service Traffic intensity

PREPARED BY: Dr. K. Kalidass, Asst Prof, Mathematics
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Question

Let X(t) be the number of customers waiting for service in a service facility.  
Then S is ----------- state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then S =

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a ------ time stochastic process with discrete state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a  continuous time stochastic process with ------ state space

The one step transition probability is ------------- 

The ------ step transition probability is stochastic

A matrix 
 is called stochastic if 

If 
 is a stochastic matrix then 
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
0 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
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  denote the player’s fortune after the nth toss. Then 
  is a ------- process
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is
Which of the following cannot be an eigen value of tpm P?
Eigen values of tpm  lies between 

Absolute value of eigen values of a tpm is 

A state j is said to be accessible from a state i if 
  for some n

In a branching process, 



Choice 1 Choice 2 Choice 3 Choice 4 Answer

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

{0,1,2,…,100}
{1,2,…,100
}

{0,1,2,…} {1,2,…} {0,1,2,…}

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

continuou
s

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

stochastic random

neither 
stochastic 
nor 
random

both 
stochastic 
and 
random

both 
stochastic 
and 
random

1 2 3
all the 
above

all the 
above

neither both both
 nor  and  and 
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Possible Questions                               

p 1-p 0 1 p

p 1-p 0 1 1-p

Markov stochastic random 
all the 
above

all the 
above



0 1 2 3 1
0 1 -1 2 2

0 and 1 1 and 2 -1 and 1 -1 and 0 -1 and 1

1 0
less than 
or equal 1

less than 
or equal 0

less than 
or equal 1

above above

Markov
non 
Markov

neither 
Markov 
nor non 
Markov

both 
Markov 
and  non 
Markov

Markov

n 0

less than less than 
or equal

greater 
than 

greater 
than or 

greater 
than
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UNIT-IV 

SYLLABUS 

Branching Processes: Introduction – properties of generating functions of Branching process– 

Distribution of the total number of progeny, Continuous- Time Markov Branching Process, Age 

dependent branching process: Bellman-Harris process.   

 

Branching Processes: Introduction – properties of generating functions of Branching process– 

Distribution of the total number of progeny, Continuous- Time Markov Branching Process, Age 

dependent branching process: Bellman-Harris process.   
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UNIT-IV/2016-2018 BATCH

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
λ/µ =-----------___________ ρ 1-ρ ρ-1 1 ρ
Ρ is known as _________ Traffic intensity arrival service independent Traffic intensity
The transition from state n to______ n+1 n 1-n N^2 n+1
Steady state is ________ property memorable memoryless none system memoryless
Steady state of M/M/1 is ________distribution Poisson geometric erlang gamma Geometric
Number of customers in the system_____ E{N} E{N-1} E{N+1} E{n} E{N}
E{N} = __________ ρ/1-ρ 1-ρ/ ρ ρ/1+ ρ 1+ ρ/ ρ ρ/1-ρ
V{N} = __________ ρ/1-ρ ρ/(1-ρ)^2 1+ ρ/ ρ (1-ρ)^2/ ρ ρ/(1-ρ)^2
E{W} = __________ E{N}/ λ λ/ E{N}  E{N}- λ E{N}+λ E{N}/ λ
L=λW is known as Para’s Little’s arrival service Little’s
λ/µ =-----------___________ ρ =1 ρ < 1 ρ >1 none ρ < 1
sNumber of customers in the queue=___________ Q NQ E{N} N NQ

Var{N}=_____________ E{N^2}-E{N}^2 E{N^2}+E{N}^2 E{N^2} E{N}^2 E{N^2}-E{N}^2
E{W} = __________ 1/µ(1- ρ) µ(1- ρ) 1- µ(1- ρ) µ(1- ρ)-1 1/µ(1- ρ)
E{ NQ } = __________ E{N}-1 E{N} - ρ Ρ - E{N} E{N} + ρ E{N} - ρ
In M/M/1 queue the arrival from _____ source Finite infinite open none infinite

Possible Questions                               
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Question

Let X(t) be the number of customers waiting for service in a service facility.  
Then S is ----------- state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then S =

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a ------ time stochastic process with discrete state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a  continuous time stochastic process with ------ state space

The one step transition probability is ------------- 

The ------ step transition probability is stochastic

A matrix 
 is called stochastic if 

If 
 is a stochastic matrix then 
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
0 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
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  denote the player’s fortune after the nth toss. Then 
  is a ------- process
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is
Which of the following cannot be an eigen value of tpm P?
Eigen values of tpm  lies between 

Absolute value of eigen values of a tpm is 

A state j is said to be accessible from a state i if 
  for some n

In a branching process, 



Choice 1 Choice 2 Choice 3 Choice 4 Answer

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

{0,1,2,…,100}
{1,2,…,100
}

{0,1,2,…} {1,2,…} {0,1,2,…}

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

continuou
s

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

stochastic random

neither 
stochastic 
nor 
random

both 
stochastic 
and 
random

both 
stochastic 
and 
random

1 2 3
all the 
above

all the 
above

neither both both
 nor  and  and 
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p 1-p 0 1 p

p 1-p 0 1 1-p

Markov stochastic random 
all the 
above

all the 
above



0 1 2 3 1
0 1 -1 2 2

0 and 1 1 and 2 -1 and 1 -1 and 0 -1 and 1

1 0
less than 
or equal 1

less than 
or equal 0

less than 
or equal 1

above above

Markov
non 
Markov

neither 
Markov 
nor non 
Markov

both 
Markov 
and  non 
Markov

Markov

n 0

less than less than 
or equal

greater 
than 

greater 
than or 

greater 
than
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UNIT-V 

SYLLABUS 

Branching Processes: Introduction – properties of generating functions of Branching process– 

Distribution of the total number of progeny, Continuous- Time Markov Branching Process, Age 

dependent branching process: Bellman-Harris process.   

 

 

Stochastic Processes in Queuing Systems: Concepts – Queuing model M/M1 – transient 

behavior of M/M/1 model – Birth and death process in Queuing theory: M/M/1 – Model related 

distributions – M/M/1 - M/M/S/S – loss system - M/M/S/M – Non birth and death Queuing 

process: Bulk queues – M(x)/M/1.  
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UNIT-V/2016-2018 BATCH

Question Choice 1 Choice 2 Choice 3 Choice 4 Answer
E{ WQ } = __________ E{ NQ }/λ λ/ E{ NQ } E{ NQ }-µ { NQ }-µ E{ NQ }/λ

TPM stands for_______
Transient 
probability matrix

Transient 
poisson matrix

Transition 
probability matrix

none
Transition 
probability matrix

P is a square matrix with row sum=__________ 0 2 1 ≠1 1

A nonnegative square matrix with unit row sum is____ Stochastic matrix Square matrix matrix
Non-negative 
matrix

Stochastic matrix

Markov chain Pjk(n) depend on n is known as Non-homogeneous singular random Homogeneous Homogeneous

P^2 is ______ step probability 4 0 2 1 2
Pure birth process is _________if µi =0 µi =1 µi ≠0 µi ≠1 µi =0

Pure death process is _________if µi =0 λ=0 µi ≠0 λ≠0 λ=0

Poisson process is a ____ process with constant birth rate death renewal birth none birth

Poisson process also introduced as ______ process Renewal Non renewal stable numerable Renewal
If µi =0 and λi= λ then_______ i< 0 i≤0 i≥ 0 i=0 i≥ 0

For M/M/1 queueing model µ0= _______ 1 µ λ 0 0
Pure birth process also known as_______process Yule-furry Erlang Finite Erlang none Yule-furry
Memory loss property is also known as_____ Yule-furry Erlang Markov Randomness Markov
Poisson process is purely a _____event uniform straight random none random
In M/M/1 queue the necessary condition is _____ ρ=1 ρ≠1 ρ≤1 Ρ<1 Ρ<1

Possible Questions                               
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P0 =_______ 1- ρ Ρ-1 ρ -0 ρ 1- ρ

The probability of the event 1-P0=______ 1- ρ ρ ρ -1 none ρ
The service time distribution has an exponential distribution 
with mean_______

µ µ-1 1/ µ 1- µ 1/ µ

Waiting time in the queue is______ WQ W NQ N WQ

Expected waiting time in the system is_____ WQ E{ WQ } NQ/λ none E{ WQ }
λ  is a parameter of _____ process output Inter arrival input Inter service input
The output process is Poisson with same parameter as______ 
process

output input Inter arrival none input

For existence of steady state,the condition ______ is essential λ =µ µ= λ λ <µ µ< λ λ <µ

The steady state does not hold when λ <µ λ =µ λ ≥µ λ ≠µ λ ≥µ

In M/M/1/K queueing model costumers arrive with rate______ µ 1/ µ 1/ λ λ λ

A queue with limited waiting space is known as______ Infinite buffer buffer Finite buffer none Finite buffer

In  M/M/1/K queueing model K denotes____ Number of servers Queue discpline Infinite source
Limited waiting 
space

Limited waiting 
space

In limited waiting space the customer joins system  only when 
he finds_____

≤ K #NAME? ≠ K ≥ K ≤ K

When the system contains K customer ____ is not allowed departure service arrival Rate out arrival

In M/M/1/K  the system cannot exceed___ n K+1 K K-1 K
Limited waiting space queueing model contain _____customers 
in system

K-1 K K+1 1+k K

If system contains K customers then only ____ is possible departure arrival interarrival none departure

In M/M/1/K model rate out _____rate in ≠ + - = =
λPn =______ ρµ µPn+1 µPn-1 µPn µPn+1

The probability sum =_____ 0 2 1 none 1
Expected number in the system of M/M/1/K _____ Lk L KL K Lk

For λ=µ in M/M/1/K ,Lk =_____ 2/K K K/2 2 K/2
If a< 1 the waiting space model turns to___ M/M/C M/M/1/n M/M/1 none M/M/1

PREPARED BY: Dr. K. Kalidass, Asst Prof, Mathematics
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The c denotes in M/M/c model is_____ Arrival service Service channels intensity Servicechannel

If n < c, then service completion is______ µ+n n µ µ µ-n n µ
If n ≥ c, then service completion is______ c+ µ µc c- µ µ cµ
For n=0,1,….,c the service rate µn = n µ n+µ n none n µ

For n=c,c+1,… then service rate µn = n µ c µ c µ cµ

PREPARED BY: Dr. K. Kalidass, Asst Prof, Mathematics



Question

Let X(t) be the number of customers waiting for service in a service facility.  
Then S is ----------- state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then S =

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a ------ time stochastic process with discrete state space

Let X(t) be the number of customers waiting for service in a service facility.  
Then {X(t), t>=0} is a  continuous time stochastic process with ------ state space

The one step transition probability is ------------- 

The ------ step transition probability is stochastic

A matrix 
 is called stochastic if 

If 
 is a stochastic matrix then 
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
0 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
 with probability
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
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  denote the player’s fortune after the nth toss. Then 
  is a ------- process
Consider a game where a coin tossed repeatedly. If the coin turns head, the 
player wins a dollar which happens with p, otherwise the player losses all his 
winnings.   Let 
  denote the player’s fortune after the nth toss. Then 
  is a ------- process

At least one of the eigen value of  tpm is
Which of the following cannot be an eigen value of tpm P?
Eigen values of tpm  lies between 

Absolute value of eigen values of a tpm is 

A state j is said to be accessible from a state i if 
  for some n

In a branching process, 



Choice 1 Choice 2 Choice 3 Choice 4 Answer

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

{0,1,2,…,100}
{1,2,…,100
}

{0,1,2,…} {1,2,…} {0,1,2,…}

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

continuou
s

continuous discrete

neither 
continuou
s nor 
discrete

both 
continuou
s and 
discrete

discrete

stochastic random

neither 
stochastic 
nor 
random

both 
stochastic 
and 
random

both 
stochastic 
and 
random

1 2 3
all the 
above

all the 
above

neither both both
 nor  and  and 
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1. There are ——- types of stochastic processes
a. 1 b. 2
c. 3 d. 4

2. A ——- state Markov process is called a Markov
chain
a. discrete b. continuous
c. both a and b d. neither a nor b

3. In a process, future state depends only on the
present state is
a. random process b. stochastic process
c. Markov process d. non Markov process

4. In a Markov chain {Xn : n ≥ 0},

P(Xn+1 = j|Xn = inXn−1 = in−1, · · · ,X0 = i0) =

a. P(Xn+1 = j|Xn = in)
b. P(Xn+1 = j|Xn = inXn−1 = in−1)
c. neither a nor b
d. both a and b

5. In a transition probability matrix, —— equal to 1
a. row b. column
c. neither a nor b d. both a and b

6. In a doubly stochastic matrix, —— equal to 1
a. row b. column
c. neither a nor b d. both a and b

7. If d( j) − − − −1, then state j is called periodic
a. = b. >
c. < d. neither a nor b

8. State j is said to be an absorbing state if p j j =
a. 1 b. 0
c. neither a nor b d. both a and b

9. The collection of r.v.’s {Xn : n ≥ 0}with P(Xn = 0) =
p and P(Xn = 1) = 1 − p, 0 ≤ p ≤ 1, is
a. random process b. stochastic process
c. Bernoulli process d. all the above

10. Consider patients coming to a doctor’s office at
random points in time. Let Xn, denote the time
(in hours) that the nth patient has to wait in the
office before being admitted to see the doctor. The
process {Xn} is ——- time and —— state space

a. discrete, discrete b. continuous, continuous
c. discrete, continuous d. continuous, discrete

11. State j is absorbing iff
a. p j j = 1 b. p jk = 0 for all k , j
c. both a and b d. neither a nor b

12. i→ j if pi j > − − − − − for some n ≥ 1
a. 1 b. 2
c. -1 d. 0
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13. A state j is aperiodic iff
a. p j j , 1 b. p j j , 0
c. both a and b d. neither a nor b

14. A state j is persistent if F j j =
a. 1 b. 2
c. 3 d. 4

15. A state j is transient if F j j <
a. 1 b. 2
c. 3 d. 4

16. A state j is ergodic if j is
a. persistent b. non-null
c. ergodic d. all the above

17. If µ j j < ∞ then j is
a. persistent b. non-null
c. ergodic d. all the above

18. If
∑
∞

n=0 pn
jj = ∞ then j is

a. persistent b. non-null
c. ergodic d. all the above

19. If P =

 0.5 0 0.5
0 1 0
0.5 0 0.5

, then P103

a. P b. P3

c. both a and b d. neither a nor b

20. Which of the following is true?
a. pm+n

jk ≥ pn
jrp

m
rk b. pm+n

jk ≥ pm
jrp

n
rk

c. both a and b d. neither a nor b

Part B-(3 × 2 = 6 marks)

21. Define Markov process

22. Define aperiodic state

23. Draw the transition diagram of a Markov chain
with 4 recurrent states, each with periodicity 4.

Part C-(3 × 8 = 24 marks)

24. a) State and prove Chapman-Kolmogorov
equations

OR

b) Consider a two-state Markov chain with the
transition probability matrix

P =
[

1 − a a
b 1 − b

]
with 0 < a, b < 1. Find Pn when n→∞

25. a) Draw the state transition diagram and clas-
sify the states of the Markov chain

P =


0 0 0.5 0.5
1 0 0 0
0 1 0 0
0 1 0 0


OR

b) Consider a Markov chain with state space
{0, 1} and transition probability matrix

P =
[ 1 0

1
2

1
2

]
(i) Show that state 0 is recurrent.
(ii) Show that state 1 is transient.
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26. a) Consider a Markov chain with state space
{0, 1, 2} and transition probability matrix

P =

 0 1
2

1
2

1 0 0
1 0 0


Show that the state 0 is periodic with period
2.

OR

b) Show that if P is a Markov matrix, then Pn is
also a Markov matrix for any positive integer
n.

3
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