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Scope: On successful completion of this course student will gain knowledge about fundamental 

concepts of duality, economic interpretation of dual constraints and game theory. 

 

Objectives: This course has been intended to provide the knowledge in understanding the need 

and origin of the optimization methods which plays an essential role in present future in the 

application of Mathematics. 

 

UNIT I 

Introduction to Linear Programming Problem – Graphical Linear Programming Solution- Theory 

of Simplex Method-Optimality and unboundedness-the  Simplex algorithm –Simplex method  in 

tableau format- Introduction to artificial variables – two –phase method – Big –M method and 

their comparison. 

 

UNIT II 

Duality – Definition of the dual Problems-Formulation of the dual Problem-Primal Dual 

relationship: Review of simplex matrix Operations –Simplex tableau Layout-Optimal Dual 

Solution-Simplex Tableau computations. Economic interpretation of the dual: Economic 

Interpretation of Dual Variables-Economic Interpretation of Dual Constraints. 

 

UNIT III 

Transportation Problem: Definition of the Transportation model – Nontraditional Transportation 

model – The Transportation Algorithm: Determination of the Starting Solution-Northwest –

corner method, Least – corner method, Vogel approximation method- Iterative Computations of 

the Transportation Algorithm. 

 

UNIT  IV 

The Assignment Model: Introduction to Assignment model- Mathematical Formulation of 

Assignment model- Hungarian method for solving assignment problem –Simplex Explanation of 

the Hungarian method. 

 

UNIT  V 

Game theory: Formulation of two person zero games – Solving two person zero sum games, 

games with mixed strategies, graphical solution procedure, linear programming solution of 

games. 
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KARPAGAM ACADEMY OF HIGHER EDUCATION 

(Deemed to be University)  

(Established Under Section 3 of UGC Act 1956) 

Pollachi Main Road, Eachanari (Po), 

Coimbatore –641 021. 

Department of Mathematics  

LECTURE PLAN 

Subject: Linear Programming               Subject Code: 16MMU504B 

S.No Lecture 

Duration 

Topic to be covered Support Material 

Unit – I 

1. 1 1 Introduction to Linear Programming problem R1:Ch3:Pg:24-26 

2. 2 1 Problems on the Graphical Linear Programming 

solution 
T1:Ch2:Pg:15-19 

3. 3 1 Tutorial-I 
 

4. 5 1 Theory of Simplex Method R1:Ch5:Pg:190-192 

5. 6 1 Optimality and Unboundedness R2:Ch3:Pg:114-120 

6. 7 1 Tutorial-II  

7. 8 1 The Simplex Algorithm R2:Ch3:Pg:120-125 

8.  1 Problems on the Simplex method in tableau format R2:Ch3:Pg:125-131 

9.  1 Tutorial-III  

10.  1 Introduction to artificial variables R2:Ch3:Pg:153-154 

11.  1 Problems on the Two Phase Method R2:Ch3:Pg:154-160 

12.  1 Tutorial-IV  

13.  1 Problems on the Big M method and their 

comparison 
R2:Ch3:Pg:165-173 

14.  1 Tutorial-V  

15.  1 Recapitulation and discussion of possible question  

Total No. of Lecture hours planned  – 15 hours 

T1. Handy .A. Taha., (2007). Operations Research, Seventh edition, Prentice Hall of India Pvt Ltd,  

       New Delhi .  

R1. Hillier F.S., and Lieberman G.J., (2009). Introduction to Operations Research, Ninth Edition,  

       Tata McGraw Hill, Singapore.  

R2. Mokhtar S. Bazaraa, John J. Jarvis and Hanif D. Sherali, (2004). Linear Programming and  

       Network Flows, Second Edition, John Wiley and Sons, India.  

Unit – II 

1.  1 Definition of dual problems T1:Ch4:Pg:151-155 

2.  1 Problems on Formulation of dual problem R3:Ch8:Pg:233-234 

3.  1 Tutorial-I 
 

4.  1 Primal Dual relationship: Review of Simplex Matrix 

Operations 
T1:Ch4:Pg:156-158 

5.  1 Tutorial-VII  
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6.  1 Simplex tableau Layout T1:Ch4:Pg:158-159 

7.  1 Problems on Optimal dual Solution T1:Ch4:Pg:159-161 

8.  1 Tutorial-VIII  

9.  1 Simplex tableau computations T1:Ch4:Pg:165-166 

10.  1 Economic interpretation of the dual: 

Economic interpretation of dual Variables 
T1:Ch4:Pg:169-171 

11.  1 Tutorial-IX  

12.  1 Economic interpretation of Dual Constraints T1:Ch4:Pg:172-173 

13.  1 Recapitulation and discussion of possible question  

Total No. of Lecture hours planned  – 13 hours 

T1. Handy .A. Taha., (2007). Operations Research, Seventh edition, Prentice Hall of India Pvt Ltd,  

       New Delhi .  

R3. Hadley G.,(2002). Linear Programming, Narosa Publishing House, New Delhi. 

Unit – III 

1. 1 1 Definition of Transportation Model T1:Ch5:Pg:194-195 

2. 2 1 Tutorial-X 
 

3. 4 1 Nontraditional Transportation model T1:Ch5:Pg:201-204 

4. 5 1 Tutorial-XI  

5. 6 1 Terminology for Transportation model R1:Ch8:Pg:354-356 

6. 7 1 The Transportation Algorithm T1:Ch5:Pg:206-207 

7. 8 1 Tutorial-XII  

8.  1 Problems on Determination of Starting Solution 

using Northwest corner method 
T1:Ch5:Pg:207-208 

9.  1 Problems on Determination of Starting Solution 

using Least cost method 
T1:Ch5:Pg:208-209 

10.  1 Tutorial-XIII  

11.  1 Problems on Determination of Starting Solution 

using Vogel approximation method 
T1:Ch5:Pg:209-211 

12. 9 1 Problems on the Iterative computations of the 

Transportation Algorithm 
T1:Ch5:Pg:211-215 

13.  1 Tutorial-XIV  

14.  1 Recapitulation and discussion of possible question  

Total No. of Lecture hours planned  – 14 hours 

T1. Handy .A. Taha., (2007). Operations Research, Seventh edition, Prentice Hall of India Pvt Ltd,  

       New Delhi .  

R1. Hillier F.S., and Lieberman G.J., (2009). Introduction to Operations Research, Ninth Edition,  

       Tata McGraw Hill, Singapore.   

Unit – IV 

1.  1 Introduction to Assignment Model R1:Ch8:Pg:381-382 

2.  1 Tutorial-XV 
 

3.  1 Mathematical Formulation of Assignment Model R1:Ch8:Pg:383-386 

4.  1 Terminology for Hungarian Method R2:Ch10:Pg:535-538 

5.  1 Tutorial-XVI  

6.  1 Continuation of terminology of Hungarian Method R2:Ch10:Pg:538-539 
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7.  1 Algorithm for Hungarian Method for solving 

Assignment Problem 
T1:Ch5:Pg:222-223 

8.  1 Tutorial-XVII  

9.  1 Problems on Hungarian Method for solving 

Assignment Problem 
T1:Ch5:Pg:223-225 

10.  1 Continuation of Problems on Hungarian Method for 

solving Assignment Problem 
T1:Ch5:Pg:225-227 

11.  1 Tutorial-XVIII  

12.  1 Simplex Explanation of the Hungarian Method T1:Ch5:Pg:228-229 

13.  1 Tutorial-XIX  

14.  1 Recapitulation and discussion of possible question  

Total No. of Lecture hours planned  – 14 hours 

T1. Handy .A. Taha., (2007). Operations Research, Seventh edition, Prentice Hall of India Pvt Ltd,  

       New Delhi .  

R1. Hillier F.S., and Lieberman G.J., (2009). Introduction to Operations Research, Ninth Edition,  

       Tata McGraw Hill, Singapore.  

R2. Mokhtar S. Bazaraa, John J. Jarvis and Hanif D. Sherali, (2004). Linear Programming and  

       Network Flows, Second Edition, John Wiley and Sons, India.  

Unit – V 

1.  1 Introduction to Game Theory R1:Ch14:Pg:726 

2.  1 Formulation of two person zero games R1:Ch14:Pg:767-728 

3.  1 Tutorial-XX  

4.  1 Solving simple games R1:Ch14:Pg:728-729 

5.  1 Problems on Solving two person zero sum games T1:Ch13:Pg:521-522 

6.  1 Tutorial-XXI  

7.  1 Problems on Games with mixed strategies R1:Ch14:Pg:733-735 

8.  1 Tutorial-XXII  

9.  1 Graphical solution Procedure R1:Ch14:Pg:735-738 

10.  1 Tutorial-XXXIII  

11.  1 Problems on linear Programming solution of games R1:Ch14:Pg:738-741 

12.  1 Tutorial-XXIV  

13.  1 Recapitulation and discussion of possible question  

14.  1 Discussion of pervious ESE question papers  

15.  1 Discussion of pervious ESE question papers  

16.  1 Discussion of pervious ESE question papers  

Total No. of Lecture hours planned  -16 hours 

T1. Handy .A. Taha., (2007). Operations Research, Seventh edition, Prentice Hall of India Pvt Ltd,  

       New Delhi .  

R1. Hillier F.S., and Lieberman G.J., (2009). Introduction to Operations Research, Ninth Edition,  

       Tata McGraw Hill, Singapore.  

 

TEXT BOOK  
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UNIT-I 

SYLLABUS 

Introduction to Linear Programming Problem – Formulation of LPP – Graphical Linear 

Programming Solution- Theory of Simplex Method-Optimality and unboundedness-the Simplex 

algorithm –Simplex method in tableau format- Introduction to artificial variables – two –phase 

method – Big –M method and their comparison. 

Introduction to Linear Programming Problem 

The idea of Linear Programing is conceived by George B. Bantzing in 1947 and the work 

named “ Programing in Liner Structure” done by Kantorovich (1939) was published in 1959. 

Koopmans coined the term linear programing in 1948. 

Linear Programing is a versatile technique which can be applied to a variety of problems of 

management such as production, refinery operation, advertising, transportation, distribution 

and investment analysis. Over the years linear programing has been found useful not only in 

business and industry but also in non-profit organizations such as government, hospitals, 

libraries and education. 

Terminology: 

 The problem variable X and Y are called decision variables and they represent the 

solution or output decision from the problem. 

 The profit function that the manufacture wishes to increase, represents the 

objective of making the decisions on the production quantities and it is called 

objective function. 
 The conditions matching the resource requirements are called constraints. 
 The decision variables should take non negative values. This is called non- 

negativity restriction. 

 The problem written in algebraic form represents the mathematical model of the 

given system and is called Problem Formulation. 

 

Formulation: 

The problem formulation has the following steps: 

 Identifying the decision variables. 
 Writing the objective function. 
 Writing the constraints. 
 Writing the non-negativity restrictions. 

In the above formulations, the objective function and the constraints are linear therefore the 
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formulated model is known as Linear Programming Problem. 

The formulation of a linear programming problem can be illustrated through what is known as 

the product mix problem. Typically, it occurs in a manufacturing industry where it is possible to 

manufacture a variety of products. Each of the products has a certain margin of profit per unit. 

These products use a common pool of resources whose availability is limited. The linear 

programming techniques identify the combination of the products which will maximize the profit 

without violating the resource constraints. 

 STANDARD and CANONICAL form of the model: sometimes referred to as 

the canonical form: 

 

 MINIMIZATION 
PROBLEM 

MAXIMIZATION 
PROBLEM 

 

 

STANDAR

D FORM 

n 

Minimize  z =  c j x j 
j 1 

subject to 
n 

aij xj    = bi , i = 

1,…, m 
j 1 

xj ≥ 0, j = 1,…, n 

n 

Maximize  z = c j x j 
j 1 

subject to 
n 

aij xj    = bi , i = 

1,…, m 
j 1 

xj ≥ 0, j = 1,…, n 

 

 

 

CANONICA

L FORM 

n 

Maximize  z =  cj x j 
j 1 

subject to 
n 

aij xj    ≥ bi , i = 

1,…, m 
j 1 

xj ≥ 0, j = 1,…, n 

n 

Maximize  z = c j x j 
j 1 

subject to 
n 

aij xj    ≤ bi , i = 

1,…, m 
j 1 

xj ≥ 0, j = 1,…, n 
 

1. All RHS parameters bi  0 and n > m. 
2. Use the n-dimensional vector x to represent the decision variables; i.e., x 

= (x1,…, xn). 
3. Might have simple upper bounds, say, xj ≤ uj. 
4. Convert inequalities to equalities in (2). 
5. Vector form of constraint: ai1x1 + • • • + ainxn = bi ; aix = bi ;Ax = b Maximize {z = cx 

: Ax = b, x  0}. 
Feasible Solution and Feasible Region: 

Any no-negative value of (X1,X2) i.e. X1 ≥0, X2≥0 is a feasible solution of the linear 
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programing problem if it satisfies all the constraints. The collection of all feasible solutions is 

known as the feasible region. 
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Graphical Linear Programming Solution 
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Simplex method also called Simplex Technique was developed by G. B. Dantzig, an 

American mathematician. It has the advantage of being universal i.e. any linear model for 

which the solution exist can be solved by it. In principle, it consists of starting with a certain 

solution of which all that we know is that, it is feasible i.e. it satisfies non-negatively 

conditions. We improve this solution at consecutive stages until after a certain finite number 

of stages we arrive at optimal solution. 

 

Basic Terminology Involved in Simplex Method 
Standard Form—A linear program in which all of the constraints are written as equalities. 

The optimal solution of the standard form of a linear programming is the same optimal solution of 
the original formulation of the linear programme. 

Slack Variable—Variables added to convert less than or equal to () type constraints into 
equality are known as slack variable. 

e.g. Let any constraint a1x1  a2 x2  b 
Some values have to be added to the L.H.S. of the constraints. Let this amount is 

s1 

Then a1x1  a2 x2  s1  b1 

s1 is known as slack variable. 

Surplus Variable—Variables subtracted to convert greater than or equal to () 
type constraints into equality are known as surplus variable. 

e.g. Let any constraint 

a3x3  a4 x4  b2 

Some amount of values has to be subtracted to the R.H.S. of the constraints. 

Let this amount is s2  

Then a3x3  a4 x4  s2  b2 

Artificial Variable—Sometimes to avoid negativity of the variables and to make 
an identity in the simplex table variable has to be introduce known as artificial variable. 
e.g. Let any constraint 

a3x3  a4 x4  b2 
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 To change into equality  a3x3  a4 x4  s2  A1  b2 

A1 is an artificial variable. 

Note an artificial variable has no physical meaning in theoretical problem. 
 

TYPES OF SIMPLEX PROBLEM 

 

Broadly, simplex problem either maximization or minimization types is solve by 

the method— 

(a) Problem with only slack variables. 

(b) Problem with artificial variables. 

(c) Problem with degeneracy. 

(d) Problem with unbounded solution. 

(e) Primal dual problem. 

(f) Problem with unrestricted problem. 

Procedure to solve any LPP by Simplex Method—To solve any LPP by this method require 

to construct a ‗simplex tableau‖ which can be done by the following steps— 

Step I—Formulate the given problem into Linear Programming problem as mathematical 

form—objective function 

Maximize Z  c1x1  c2 x2  cnxn 
Subject to constraints 

a11x1  a12 x2  a1n xn  b1 

a21x1  a22 x2  a2nxn  b2 

.. 

.. 

.. 

am1x1  am2 x2  amnxn  bm 

and Non-negative restrictions are decision variable. 

x1, x2 ,...............xn  0 

Step II—Now to express the model of LPP in the standard form as change the objective 

function as maximize if given problem minimize as 

Maximize z  Minimize z

Objective function must be always maximize type. If, it does not so make it. 
In the constraints, adding slack variables in the left hand side of the constraints and 
assign a zero coefficient to these in the objective function. 

Thus, we can restate the problem as follows:— 

Maximize z  c1x1   c2 x2   ............cn xn   0.s1   0.sm 

Subject to the linear constraints 

a11x1  a12 x2 a1n xn  s1  b1 

a21x1  a22 x2  .......a2n xn  s2  b2 

.. 

.. 
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.. 

am1x1  am2 x2  .......amn xn  sm  bm 

and x1, x2 ,..........., xn , s1, s2 , sm  0 

As, the contribution of slack variable is nothing due to zero coefficient in the 
objective function. 

Step III—An initial basic feasible solution is obtained by setting 

x1  x2  ........  xn  0 , we get s1   s2  .......  sm  bm 

Step IV—To set up the initial simplex table 

Basic 
Variables 

Coefficient 
of B.V. 

Solution c1 c2 .... cn 0 0 ... 0 Min. 
Ratio 

(CB/KB) 
Coefficient Matrix Identify Matrix 

x1 x2 ... xn s1 s2 ... sm 

s1 0 b1 a11 a12 ... a1n 1 0 ... 0  

s2 0 b2 a21 a22 ... a2n 0 1 ... 0  

... ... ... ... ... ... ... ... ... ... ...  

... ... ... ... ... ... ... ... ... ... ...  

sn 0 bn am1 am2 ... amn 0 0 ... 1  

   c1 c2 ... cn 0 0 ... 0  

Let Zj represent the amount by which the value of objective function Z would be 
decreased or (increased) if one unit of given variable is added to the new solution. 

Cj  Z j Net Effect  Cj Incoming Unit Profit / Cost

Z j Outgoing total profit / Cost

Where Z j =(Coefficient of basic Variables Column)×(Exchange Coefficient Column j) 

Optimality Test—Calculate  j  Cj  Z j value for all non-basic variables. The 

decision variable value corresponding to column of Basic variable coefficient. These may 
be following three cases:— 

(i) If all Cj  Z j  0, then the basic feasible solution is optimal and alternative 

    solution also exist if any non-variable with j is zero. 

(ii) If at least one column of the coefficient matrix say key column leaving all the 

elements are negative, then there exists an unbounded solution to the given 

problem. 

(iii) If at least one j  Cj   Z j   0 and each of these has at least one positive 

element (i.e. aij) for some row, then it indicates that an improvement in the 

value of objective function Z is possible. 
(iv) Select the variable to enter the basis if (iii) case holds, then select 

the variable  with  largest Cj   Z j   value  to  enter  into  the  new  

solution.  The  column  to  be entered is known as key column. 
• Test for Feasibility—Corresponding variable in the key column with minimum ratio of non-

negative amount. 
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   

  

Step ( V ) —Finding the new Solution 

(i) If the key element is 1, then the row remains the same in the new simplex 

table. 

(ii) If the key element is other than 1, then divide each element in the key row   

            (including elements in XB column) by the key element, to find the new    

             values for that now. 

(iii) The new values of the elements in the remaining rows for the new   

            simplex table can be obtained by performing elementary row operations  

            on all rows so that all elements except the key element in the key column  

            are zero. 

 

For each row other than key row, we use the following formula:— 

Number in new row=  Number in old row 

 Number above or   

Corresponding number in the new 

 
below key element 

  
row, that is row replaced in step (ii) 



The new entries in CB (Coefficient of Basic Variables) and XB (Value of basic 

variables) columns are updated in the new simplex table of the current solution. 

Step (VI)—Repeat the procedure, until all the entries in the Cj  Z j row are either negative or 

zero. 







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






Cj 2 3 0 0  

Profit per Unit 

 
CB 

Basic Variable 

 
BV 

Solution 

 
b = XB 

x1 x2 s1 s2 Min Ratio 

 
XB/X2 

0 s1 1 1 1 1 0 1/1 

0 s2 4 3 1 0 1 4/1 

Z=0  Zj 

 
Cj – Zj 

0 

 
2 

0 

 
3 

0 

 
0 

0 

 
0 

 




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
Improved Table

Cj 2 3 0 0 

CB BV b = XB x1 x2 s1 s2 

3 x2 1 1 1 1 0 

0 s2 3 2 0 –1 1 

Z=3   j 

= Cj – Zj 

–1 0 –3 0 

 

Introduction to artificial variables 
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5. The Big-M Method 
 

The following steps are involved in solving an LPP using the Big-M Method. 

 
Step I—Express the given Linear Programming problem into Standard form. 

 
Step II—Add non-negative artificial variables to the left side of each of the equations 
corresponding to constraints of the type  or =. However, addition of these artificial 
variable causes violation of the corresponding constraints. Therefore, we would like to 
get rid of these variables and would not allow them to appear in the final solution. 

 
This is achieved by assigning a very large penalty (–M for maximization problems and M 
for minimization problems) in the objective function. 

 
Step III—Solve the modified LPP by Simplex Method, until any one of the three 
causes may arises. 

 
(i) If no artificial variable appears in the basis and optimal conditions are satisfied, then the 

current solution is an optimal basic feasible solution. 

 
(ii) If at least one artificial variable in the basis at zero level and the optimality condition is 

satisfied then the current solutions is an optimal basic feasible solution. 

 
(iii) If at least one artificial variable appears in the basis at positive level and the optimality 

condition is satisfied, then the original problem has no feasible solution. The solution satisfies the constraints 
but does not optimize that objective function, since it contains a very large penalty M and is called Pseudo 
optimal solution. 
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Cj –12 –20 0 0 –M –M Min 
Ratio Basic 

Variable 
CB XB X1 X2 s1 s2 A1 A2 

A1 –M 100 6 8 –1 0 1 0 12.5 

A2 –M 120 7 12 0 –1 0 1 10 

   j  –12 

 
+13M 

–20 

 
+20M 

M M 0 0  

Key element = 12, Outgoing variable is A2, Incoming Variable is X2 

 
Cj –12 –20 0 0 –M –M Min 

Ratio Basic 
Variable 

CB XB X1 X2 s1 s2 A1 A2 

A1 –M 20 4/3 0 –1 2/3 1 – 15 

X2 –20 10 7/12 1 0 –1/12 0 – 120/7 
   j  4M 1 

 

3 

0 M 2M  5 
 

3 

0 – =17.14 

Key element is 4/3. Outgoing variable is A1 and Incoming variable is X1. 

Cj –12 –20 0 0 –M –M Min 
Ratio Basic 

Variable 
CB XB X1 X2 s1 s2 A1 A2 

X1 –12 15 1 0 –3/4 1/2 – –  

X2 –20 5/4 0 1 7/16 –3/4 – –  

   j  0 0 –1/4 –9 – –  
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POSSIBLE QUESTIONS 

PART - A (20 x 1 =20 Marks)  

(Question Nos. 1 to 20 Online Examinations) 

 

PART-B (5 x 2 =10 Marks) 

Answer all the questions 

1. Write the canonical form of LPP. 

2. Write the standard form of LPP. 

3. Define feasible solution. 

4. Define degenerate basic solution. 

5. Express the following LPP in standard form. 

Maximize Z = 4x1 + 2x2 + 6x3 

 Subject to 2x1 + 3x2 + 2x3 ≥ 6 

                             3x1  + 4x2 = 8 

                    6x1  - 4x2 + x3 ≤ 10 

                 and x1, x2, x3 ≥ 0 

 

PART-C (5 x 6 =30 Marks) 

Answer all the questions 

1. A company manufactures 2 types of printed circuits. The requirements of transistors,  

         resistors and capacitors for each type of printed circuits along with other data are given  

         below. 

 Circuit Stock available 

 A B 

Transistor 15 10 180 

Resistor 10 20 200 

Capacitor 15 20 210 

Profit Rs.5 Rs.8  

         How many circuits of each type should the company produce from the stock to earn   

         maximum profit. Formulate this as a LPP and solve it graphically also. 

2. A firm manufactures two types of product A and B and sells them at a profit of Rs. 2  

        on type A and Rs. 3 on type B.  Each product is processed on two machines 𝑀1and 𝑀2.   

        Type A requires 1 minute of processing time on 𝑀1 and 2 minutes on 𝑀2.  Type B  

        requires 1 minute on 𝑀1 and 1 minute on 𝑀2.  Machine 𝑀1 is available for not more  

        than 6 hours 40 minutes, while machines 𝑀2 is a available for 10 hours during any work  

        hours.  Formulate the problem as LPP so as to maximize the profit. 

3. Solve the following LPP by the graphical method. 

                   Maximize Z = 3x1 + 2x2 

                   Subject to the constrains 

                           – 2x1 +x2 ≤ 1   

                                      x1 ≤2 

                                x1 +x2 ≤ 3   

                                and x1, x2 ≥ 0 
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4. Use graphical method to solve the following LPP 

                         Maximize Z =  4x1 + 10x2 

                          Subject to the constrains 

                            2x1 + x2≤ 50 

                           2x1 + 5x2≤ 100 

                           2x1 + 3x2 ≤ 90 

                     and  x1, x2 ≥ 0 

5. Use simplex method to solve the following LPP 

  Maximize Z = 5x1 + 8x2 

   Subject to the constrains 

    -2 x1 +   x2 ≤ 1   

       x1≤ 2 

      x1+  x2 ≤ 3                      

       and x1, x2 ≥ 0 

6. Use simplex method to solve the following LPP 

   Maximize Z = 4x1 + 10x2 

   Subject to the constrains 

   2x1 +   x2 ≤ 50  

    2x1 + 5x2 ≤ 100 

    2x1 + 3x2 ≤ 90 

   and  x1, x2≥ 0 

7. Solve the following LPP using Big M method. 

  Maximize Z = 3x1 +  2x2 

 Subject to  2x1 + x2 ≤ 2 

   3x1 + 4x2 ≥ 12 

   And x1, x2 ≥ 0 

8. Use Penalty method to solve 

             Minimize Z = 4x1 + 3x2 

 Subject to 2x1 + x2 ≥ 10 

                            -3x1 + 2x2 ≤ 6 

                               x1 + x2 ≥ 6 

                        and x1, x2 ≥ 0 

9. Use Two – phase simplex method to solve 

  Maximize Z = 5x1 + 8x2 

 Subject to  3x1 + 2x2 ≥ 3 

                               x1 + 4x2 ≥ 4 

                                 x1 + x2 ≤ 5 

                          and x1, x2 ≥ 0  
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10. Solve the following using Two – phase simplex method. 

Minimize Z = -2x1 – x2 

Subject to x1 + x2 ≥ 2 

                 x1 + x2 ≥ 4 

              and x1, x2 ≥ 0 
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UNIT-II 

SYLLABUS 

Duality – Definition of the dual Problems-Formulation of the dual Problem-Primal Dual 

relationship: Review of simplex matrix Operations –Simplex tableau Layout-Optimal Dual 

Solution-Simplex Tableau computations. Economic interpretation of the dual: Economic 

Interpretation of Dual Variables-Economic Interpretation of Dual Constraints.  

Duality 

This chapter dealt with sensitivity of the optimal solution by determining the ranges for the 

model parameters that will keep the optimum basic solution unchanged. A natural sequel 

to sensitivity analysis is post-optimal analysis, where the goal is to determine the new 

optimum that results from makin targeted chanes in the model parameters. Although opst-

optimal analysis can e carried out using the simplex tableau computations, this chapter is 

based entirely on the dual problem. 

At a minimum we will need to study the dual problem and its economic interpretation. The 

mathematical definition of the dual problem is purely abstract. Yet, when we study, we will 

see that the dual problem leads to intriguing economic interpretations of the LP model, 

including dual prices and reduced costs. It also provides the foundation for the 

development of the new dual simplex algorithm, a prerequisite for post-optimal analysis. 
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Formulation of the dual problem: 
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POSSIBLE QUESTIONS 

PART - A (20 x 1 =20 Marks)  

(Question Nos. 1 to 20 Online Examinations) 

 

 

PART-B (5 x 2 =10 Marks) 

Answer all the questions 

1. Write the statement of Fundamental theorem of Duality. 

2. Write the statement of Existence theorem. 

3. Write the statement of complementary slackness theorem. 

4. Define unbounded solution. 

5. What are the conditions to be followed to convert the primal problem which is of 

maximization type to dual problem? 

 

PART-C (5 x 6 =30 Marks) 

Answer all the questions 

1. Explain the guidelines to construct the dual problem. 

2. Write the dual of the following primal LPP. 

Maximize F = x1 + 2x2 + x3 

Subject to 2x1 + x2 – x3 ≤ 2 

               -2x1 + x2 -5x3 ≥ -6 

                  4x1 + x2 + x3 ≤ 6 

                   and x1, x2, x3 ≥ 0 

3. Construct the dual of the LPP. 

Minimize Z = 4x1 + 6x2 + 18x3 

Subject to x1 + 3x2 ≥ 3 

                 x2 + 2x3 ≥ 5 

            and x1, x2, x3 ≥ 0 

4. Write the dual of the following primal LPP. 

Minimize Z = 4x1 + 5x2 - 3x3 

Subject to  x1 + x2 + x3 = 22 

                   3x1 + 5x2 - 2x3 ≤ 65 

                    x1 + 7x2 + 4x3 ≥ 120 

 x1 ≥ 0, x2 ≥ 0 and x3 unrestricted. 

5. Express the dual of the following primal LPP. 

Maximize Z = 6x1 + 6x2 + x3 +7x4 + 5x5 

Subject to 3x1 + 7x2 + 8x3 +5x4 + x5 = 2 

                                        2x1 + x2 +3x4 + 9x5 = 6 

           x1, x2, x3, x4 ≥ 0 and x5 unrestricted. 

6. Write down the dual of the following LPP and solve it. 

Maximize Z = 4x1 + 2x2 

Subject to -x1 - x2 ≤ -3 

                  -x1 + x2  ≥ -2 

              and x1, x2 ≥ 0 
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7. Prove using duality theorem that the following linear program is feasible but has no 

optimal solution. 

Minimize Z = x1 - x2 + x3 

Subject to  x1 - x3 ≥ 4 

                    x1 - x2 + 2x3 ≥ 3 

                  and x1, x2, x3 ≥ 0 

8. Write the procedure for dual simplex method. 

9. Using dual simplex method solve the LPP. 

Minimize Z = 2x1 + x2 

Subject to 3x1 + x2 ≥ 3 

              4x1 + 3x2 ≥ 6 

                x1 + 2x2 ≥ 3 

              and x1, x2 ≥ 0  

10. Use dual simplex method to solve the LPP. 

Maximize Z = -3x1 -2x2 

Subject to  x1 + x2 ≥ 1 

                  x1 + x2 ≤ 7 

    x1 + 2x2 ≥ 10 

              x2 ≤ 3 

              and x1, x2 ≥ 0  
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UNIT-III 

SYLLABUS 

Transportation Problem: Definition of the Transportation model – Nontraditional Transportation 

model – The Transportation Algorithm: Determination of the Starting Solution-Northwest –

corner method, Least – corner method, Vogel approximation method- Iterative Computations of 

the Transportation Algorithm. 

Transportation Problem 

 The transportation model is a special class of linear programs that deals with 

shipping a commodity from sources (e.g., factories) to destinations (e.., warehouses). The 

objective is to determine the shipping schedule that minimizes the total shipping cost while 

satisfying supply and demand limits. The application of the transportation model can be 

extended to other areas of operation, including inventory control, employment scheduling 

and personnel assignment. 

 

 

 

.
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POSSIBLE QUESTIONS 

PART - A (20 x 1 =20 Marks)  

(Question Nos. 1 to 20 Online Examinations) 

 

 

PART-B (5 x 2 =10 Marks) 

Answer all the questions 

1. Define unbalanced transportation problem. 

2. Define basic feasible solution. 

3. Define balanced transportation problem. 

4. Write the method for solving transportation problem using North west corner Rule. 

5. Explain the algorithm to determine the optimum solution using iterative computations of 

the transportation algorithm. 

PART-C (5 x 6 =30 Marks) 

Answer all the questions 

1. Find the optimal solution to the following transportation problem.                   

1 2 3 4 Supply 

 

 I 21 16 25 13 11 

 

 II 17 18 14 23 13 

 

 III 32 27 18 41 19 

 

     Demand 6 10 12 15 

2. Solve the transportation problem.  

                  To                        Supply 

 

  1 2 3 4 6 

        From 4 3 2 0 8 

  0 2 2 1 10 

 

       Demand 4 6 8 6 

3. Solve the transportation problem.  

                                           Distribution Centers  

                                            D1           D2           D3          D4         Available 

                              A          11           13           17            14             250 

       Origin            B          16            18           14            10             300                                   

                             C           21           24           13            10             400          

        Demand                     200        225         275          250 
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4. Find the initial basic feasible solution by using North-West Corner Rule and Least cost entry 

method 

 

 

 

 

 

 

 

 

 

 

5. Determine an initial basic feasible solution to the following transportation problem  

           using Vogel’s approximation method. 

      From 

 I II III IV Supply 

A 13 11 15 20 2000 

B 17 14 12 13 6000 

C 18 18 15 12 7000 

Demand 3000 3000 4000 5000  

6. Determine basic feasible solution to the following transportation problem using North 

west corner rule. 

                                    Sink 

                         A B C D E Supply 

 

 P 2 11 10 3 7      4 

Origin Q 1 4 7 2 1      8 

 R 3 9 4 8 12      9 

 

Demand 3 3 4 5 6 

 

 

 

 

 

 

 

 

 

 

    W→ 

F 

↓ 

 

W1 

 

W2 

 

W3 

 

W4 

 

Factory 

Capacity 

F1 19 30 50 10 7 

F2 70 30 40 60 9 

F3 40 8 70 20 18 

Warehouse 

Requirement 
5 8 7 14 34 
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7. Find the non-degenerate basic feasible solution for the following transportation problem 

using 

(i) North west corner rule 

(ii) Least cost method 

(iii) Vogel’s approximation method 

To  Supply 

   10 20 5 7     10 

   13 9 12 8     20 

  From 4 5 7 9     30 

   14 7 1 0     40 

   3 12 5 19     50 

         Demand 60 60 20 10 

8. Solve the transportation problem with unit transportation costs in rupees, demands and 

supplies as given below: 

      Destination 

D1 D2 D3 Supply (units) 

   A 5 6 9 100 

   B 3 5 10 75 

  Origin C 6 7 6 50 

   D 6 4 10 75 

 Demand (units)  70 80 120 

9. Solve the following transportation problem to maximize profit. 

Profit (Rs) / Unit 

Destination 

   A B C D Supply 

  1 4 19 22 11    100 

 Source 2 0 9 14 14     30 

  3 6 6 16 14     70 

 Demand 40 20 60 30 
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10. Solve the following transportation problem to maximize profit. 

Destination 

   A B C D Supply 

  1 15 51 42 33     23 

 Source 2 80 42 26 81     44 

  3 90 40 66 60     33 

 Demand 23 31 16 30    100 
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UNIT-IV 

SYLLABUS 

The Assignment Model: Introduction to Assignment model- Mathematical Formulation of 

Assignment model- Hungarian method for solving assignment problem –Simplex Explanation of 

the Hungarian method. 

Introduction to Assignment model 

 

 

 

 

Mathematical Formulation of Assignment model 
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Hungarian method for solving assignment problem 
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POSSIBLE QUESTIONS 

PART - A (20 x 1 =20 Marks)  

(Question Nos. 1 to 20 Online Examinations) 

 

 

PART-B (5 x 2 =10 Marks) 

Answer all the questions 

1. Write the general form of an assignment problem. 

2. Define cost matrix. 

3. What are the difference between the transportation problem and the assignment problem? 

4. Define optimal solution. 

5. Define bounded solution. 

PART-C (5 x 6 =30 Marks) 

Answer all the questions 

1. Write algorithm for assignment problem (Hungarian Method) 

2. The assignment cost of assigning any one operator to any one machine is 

        given in   the following table  

                                             Operator               

                                 I II            III          IV       

                                        

               1 10    5    13          15      

  Machine   2  3    9           18           3  

               3 10    7     3             2 

4        5   11          9             7 

 

3. A company has four machines to do three jobs. Each job can be assigned to one and only 

one machine. The cost of each job on each machine is given in the following table. 

                                A           B            C          D       

              I   18    24        28         32     

              II   8     13            17         19  

             III  10     15         19         22    

 What are job assignments which will minimize the cost? 
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4. Consider the problem of assigning five jobs to five persons.   The assignment costs are     

given as follows:                                    Job 

  1 

 

2 3 4 5 

A 8 4 2 6 1 

B 0 9 5 5 4 

From C 3 8 9 2 6 

D 4 3 1 0 3 

E 9 5 8 9 5 

5. Solve the assignment problem. 

                                    A           B            C          D       

 

           I    11    17       8           16 

              II     9     7      12        6 

              III   13    16      15       12 

               IV    14    10       12        11       

 

6. Explain the comparison of assignment problem with transportation model. 

7. Solve the assignment problem. 

Machines 

   M1 M2 M3 M4 

  J1 5 7 11 6 

  J2 8 5 9 6 

  J3 4 7 10 7 

  J4 10 4 8 3 

8. Assign four trucks 1, 2, 3 and 4 to vacant spaces A, B, C, D, E and F so that the distance 

travelled is minimized. The matrix below shows the distance. 

1 2 3 4 

  A 4 7 3 7 

  B 8 2 5 5 

  C 4 9 6 9 

  D 7 5 4 8 

  E 6 3 5 4 

  F 6 8 7 3 
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9. Find the assignment of salesmen to various districts which will yield maximum profit. 

     Districts 

    1 2 3 4 

   A 16 10 14 11 

Salesmen B 14 11 15 15 

   C 15 15 13 12 

   D 13 12 14 15 

10. Solve the assignment problem for maximization given the profit matrix (profit in rupees). 

     Machines 

    P Q R S 

   A 51 53 54 50 

  Job B 47 50 48 50 

   C 49 50 60 61 

   D 63 64 60 60 
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UNIT-V 

SYLLABUS 

Game theory: Formulation of two person zero games – Solving two person zero sum games, 

games with mixed strategies, graphical solution procedure, linear programming solution of 

games. 

Game Theory 
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Solving two person zero sum games 
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POSSIBLE QUESTIONS 

PART - A (20 x 1 =20 Marks)  

(Question Nos. 1 to 20 Online Examinations) 

 

 

PART-B (5 x 2 =10 Marks) 

Answer all the questions 

1. Define n-player game. 

2. Define Zero-Sum Game. 

3. What are the main characteristics of game theory 

4. Define pay-off matrix. 

5. Write a note on saddle point. 

PART-C (5 x 6 =30 Marks) 

Answer all the questions 

1. Solve the game whose pay-off matrix is given by 

        Player B 

    B1 B2 B3 

   A1 1 3 1 

 Player A A2 0 -4 -3 

   A3 1 5 -1 

2. Determine the range of value of p and q that will make the payoff element a22 a saddle 

point for the game whose payoff matrix (aij) is given below: 

       Player B 

    2 4 5 

  Player A 10 7 q 

    4 p 8 

3. Solve the following 2 x 2 game. 

         B 

 A 5 1 

  3 4  
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4. In a game of matching coins with two players, suppose A wins one unit value when there are 

two heads, wins nothing when there are two tails, and looses ½ unit value when there are one 

head and one tail. Determine the payoff matrix, the best strategy for each player, and the value of 

the game. 

5. For the payoff matrix given below, decide optimum strategies for A and B. 

          B 

   1 2 

1 200 80 

A 2 110 170 

6. Solve the following game using dominance property. 

     B 

    I II III 

   I 1 7 2 

  A II 6 2 7 

   III 6 1 6 

7. Use the notion of dominance to simplify the rectangular game with the following payoff, and 

solve it graphically. 

Player K 

     I II III IV 

    1 18 4 6 4 

  Player L 2 6 2 13 7 

    3 11 5 17 3 

    4 7 6 12 2 
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8.  Solve the following 2 x 4 game graphically. 

    Player B 

 Player A 1 0 4 -1 

   -1 1 -2 5 

9. Solve the following game by using simplex method. 

           Player B 

   1 -1 3 

 Player A 3 5 -3 

   6 2 -2 

10. Two companies A and B competing for the same product. Their strategies are given in the 

following payoff matrix. 

        Company A 

 Company B =  2 -2 3 

   -3 5 -1 
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