
Semester – I 

19MMP105A  ADVANCED DISCRETE MATHEMATICS      4H – 4C 

 

Instruction Hours / week: L: 4 T: 0 P: 0  Marks: Internal: 40  External: 60 Total: 100 

 End Semester Exam: 3 Hours 

Course Objectives 

This course enables the students to learn   

 The concept of algebraic structures, lattices and its special categories which plays an 

important role in the field of computers. 

 The fundamental concepts in graph theory, with a sense of some its modern applications.  

Course Outcomes (COs) 

On successful completion of this course, students will be able to 

1. Develop new algebraic structures. 

2. Think critically and analytically by modeling problems form social and natural sciences 

with the help of theory of graphs. 

3. Work effectively in groups on a project that requires an understanding of graph theory. 

 

UNIT I 

ALGEBRAIC STRUCTURES 

Introduction- Algebraic Systems: Examples and General Properties: Definition and examples - 

Some Simple Algebraic Systems and General properties - Homomorphism and isomorphism - 

congruence relation - Semigroups and Monoids: Definitions and Examples - Homomorphism of 

Semigroups and Monoids. 

 

UNIT II 

LATTICES 

Lattices as Partially Ordered Sets: Definition and Examples - Principle of duality - Some 

Properties of Lattices - Lattices as Algebraic Systems – Sublattices - Direct product, and 

Homomorphism. 

 

UNIT III 

BOOLEAN AND SOME SPECIAL LATTICES 

Complete, Complemented and Distributive Lattices - Boolean Algebra: Definition and Examples 

- Subalgebra - Direct product and Homomorphism - Join irreducible - Atoms and anti atoms. 

 

UNIT IV 

GRAPH THEORY 

Definition of a graph - applications, Incidence and degree - Isolated and pendant vertices - Null 

graph, Path and Circuits: Isomorphism - Subgraphs, Walks -Paths and circuits - Connected 

graphs, disconnected graphs – components - Euler graph. 



 

UNIT V 

TREES 

Trees and its properties - minimally connected graph - Pendant vertices in a tree - distance and 

centers in a tree - rooted and binary tree. Levels in binary tree - height of a tree - Spanning trees - 

rank and nullity. 

 

SUGGESTED READINGS  

 

1. Tremblay J. P. and Manohar,  R., (2017). Discrete Mathematical Structures with 

Applications to Computer Science, McGraw-Hill Book Co. 

2. Deo  N.,  (2007). Graph Theory with Applications to Engineering and Computer 

Sciences, Prentice Hall of India.  

3. Liu C.L., (2012). Elements of Discrete Mathematics, Fourth edition McGraw-Hill 

Publishing Company Ltd, New Delhi. 

4. Wiitala S., (2003),Discrete Mathematics- A Unified Approach, McGraw-Hill Book Co, 

New Delhi. 

5. Seymour Lepschutz, (2007),Discrete Mathematics, Schaum Series, McGraw-Hill 

Publishing Company Ltd, New Delhi. 

 

 

 

 

 

 

 



KAHE/ LESSON PLAN/2019 BATCH 

Prepared by : J.Jansi ,Department of Mathematics /KAHE Page 1 

 

 

 

KARPAGAM ACADEMY OF HIGHER EDUCATION 
(Deemed to be University Established Under Section 3 of UGC Act 1956) 

Pollachi Main Road, Eachanari (Post) 
Coimbatore –641 021 
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S.No 

Lecture 

Duratio 

n (Hr) 

 

Topics to be covered 

 

Support Materials 

 UNIT-I 

1 1 Algebraic structures :Introduction and 

basic concepts ;Definition, 

General properties and Examples. 

S1: Chap: 3: Pg. No :270-271 

2 1 Continuation of Algebraic structures 
General properties and Examples 

 
S1:Chap :3:pg.No:272-274 

3 1 Some Simple Algebraic Systems and 

General properties: 

Homomorphism and isomorphism 

S1: Chap: 3: Pg. No:274-276 

4 1 Continuation of Homomorphism and 

isomorphism 

S1:Chap:3:pg.No:277-279 

5 1 Congruence Relation S1: Chap: 3: Pg. No: 279-282 

6 1 Continuation of Congruence Relation S1: Chap: 3: Pg. No: 279-282 

7 1 Semigroups and Monoids : 
Definitions and Problems. 

S1: Chap: 3: Pg. No : 282-286 

8 1 Continuation of Problems on 
Semigroups and Monoids 

S1: Chap: 3: Pg. No: 284-286 

9 1 Homomorphism of Semigroups and 

Monoids – Problems. 

S1: Chap: 3: Pg. No:287-292 

10 1 Continuation of Problems on 

Homomorphism of Semigroups and 

Monoids 

S1: Chap: 3: Pg. No:290-292 

11 1 Recapitulation and discussion of 

possible questions on unit I 

 

Total  11 HOURS  

UNIT-II 
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1 1 Introduction of Lattices 

Lattices as Partial Ordered Sets: 

Definition and Examples 

S1: Chap: 4: Pg. No: 378- 

386 

2 1 Principle of duality S5: Chap: 15: Pg. No: 478- 
479 

3 1 Continuation of Principle of duality S5: Chap: 15: Pg. No: 480- 
484 

4 1 Properties of Lattices S1: Chap: 4: Pg. No: 382-385 

5 1 Continuation of Properties of Lattices S4: Chap: 6: Pg. No:413-415 

6 1 Lattices as Algebraic Systems S1: Chap: 4: Pg. No: 385-386 

7 1 Continuation of Lattices as Algebraic 
Systems 

S4: Chap: 6: Pg. No:416-419 

8 1 Sublattices , Direct product, and 
Homomorphism- Problems 

S1: Chap: 4: Pg. No: 387-391 

9 1 Recapitulation and discussion of 
possible questions on unit-II 

 

Total  9 HOURS  

UNIT-III 

1 1 Introduction of Some special Lattices S1: Chap: 4: Pg. No: 392-394 

2 1 Complete, Complemented and 

Distributive Lattices - Problems 

S1: Chap: 4: Pg. No:395-399 

3 1 Continuation of Complete, 

Complemented and Distributive 

Lattices - Problems 

S5: Chap: 14: Pg. No: 454- 

458 

4 1 Boolean Algebra: Definition and 
Problems 

S1: Chap: 4: Pg. No: 398-400 

5 1 Sub algebra , Direct product and 

Homomorphism 

S1: Chap: 4: Pg. No: 401-406 

6 1 Join irreducible , atoms and 
antiatoms - Problems 

S1: Chap: 4: Pg. No: 407-410 

7 1 Continuation of Join irreducible , 

atoms and 

antiatoms - Problems 

S5: Chap: 14: Pg. No: 411- 

415 

8 1 Recapitulation and discussion of 

possible questions on unit III 

 

Total  8 HOURS  

UNIT-IV 
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1 1 Introduction and basic definition of a 

graph and 

applications of graph theory 

S2: Chap: 1: Pg. No: 1-3 

S2:Chap:1:pg.No:3-6 

2 1 Incidence and degree S2: Chap: 1: Pg. No: 7-10 
S3: Chap: 4: Pg. No: 190-193 

 

3 1 Isolated and pendant vertices , Null 
graph, 

S2: Chap: 1: Pg. No: 11-13 

4 1 Path and Circuits: Isomorphism- sub 

graphs 

S2: Chap: 2: Pg. No: 14-16 
S1: Chap: 4: Pg. No: 196-198 

5 1 Walks, Paths and circuits - Problems S2: Chap: 2: Pg. No: 17-21 

6 1 Connected graphs , disconnected 
graphs, components - Problems 

S2: Chap: 2: Pg. No: 21-23 

7 1 Continuation of Connected graphs , 

disconnected graphs, components - 

Problems 

S2: Chap: 2: Pg. No: 24-26 

8 1 Euler graph – Introduction and 
examples 

S2: Chap: 2: Pg. No: 28-37 

9 1 Recapitulation and discussion of 
possible questions on unit IV 

 

Total  9 HOURS  

UNIT-V 

1 1 Introduction of Trees and its 

properties 

S2: Chap: 3: Pg. No: 39-41S3: 
Chap: 5: Pg. No: 255-257 

2 1 Minimally connected graph S2: Chap: 3: Pg. No:41-43,48 

3 1 Pendant vertices in a tree – theorems 
introduction and examples 

S2: Chap: 3: Pg. No: 43-44 
S4: chap : 7:pg: 156-158 

4 1 Distance and centers in a tree S2: Chap: 3: Pg. No: 45-47 
S4: chap : 7:pg: 162-165 

5 1 Rooted and binary tree and 

Levels in binary tree, height of a tree- 

Problem. 

S2: Chap: 3: Pg. No: 48- 

49,S2:Chap:3:pg.No:50-54 

6 1 continuation of Rooted and binary 

tree and 

Levels in binary tree, height of a tree- 

Problem. 

S3: Chap: 5: Pg. No: 262-264 

7 1 Spanning trees- Problems S2: Chap: 3: Pg. No: 55-56 
S3: Chap: 5: Pg. No: 272-276 

8 1 Rank and nullity-Introduction and 
problems 

S2: Chap: 3: Pg. No: 57-60 
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9 1 Recapitulation and discussion of 
possible questions on unit V 

 

10 1 Discussion of Previous year ESE 
question paper 

 

11 1 Discussion of Previous year ESE 
question paper 

 

SUGGESTED BOOKS 

 

S1. J .P.Tremblay & R. Manohar, 1997.Discrete Mathematical Structures with 

Applications to Computer Science, McGraw-Hill Book Co.(for unit I,II,III) 

 

S2. N. Deo, 2000. Graph Theory with Applications to Engineering and Computer 

Sciences, Prentice Hall of India. (for unit IV,V) 

 

S3. C. L. Liu, 2000. Elements of Discrete Mathematics, McGraw-Hill Publishing 

Company Ltd, New Delhi. 

 

S4. S.Wiitala, Discrete Mathematics- A Unified Approach, McGraw-Hill Book 

Co,New Delhi. 

 

S5. Seymour Lepschutz, Discrete Mathematics, Schaum Series, McGraw-Hill 

Publishing Company Ltd, New Delhi. 
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KARPAGAM ACADEMY OF HIGHER EDUCATION 

(Deemed to be University Established Under Section 3 of UGC Act 1956) 

Pollachi Main Road, Eachanari (Post) 
Coimbatore –641 021 

  DEPARTMENT OF MATHEMATICS  
 

SUBJECT: ADVANCED DISCRETE MATHEMATICS SEMESTER: I L T P C 

SUBJECT CODE: 19MMP105A            CLASS:I PG ( MATHEMATICS)  4 0 0 4 

 
UNIT I 

Algebraic Structures: Introduction- Algebraic Systems: Examples and General 
Properties: Definition and examples - Some Simple Algebraic Systems and General 
properties - Homomorphism and isomorphism - congruence relation - Semigroups 
and Monoids: Definitions and Examples - Homomorphism of Semigroups and 
Monoids. 

TEXT BOOKS 

1. Tremblay J. P. and Manohar, R., (1997). Discrete Mathematical 
Structures with Applications to Computer Science, McGraw-Hill Book 
Co.(for unit I,II,III). 

REFERENCES 

2. Advance Discrete Mathematics Paperback – 2011 by G.C.Sharma (Author), Madhu 

Jain (Author) Publisher: Laxmi Publications; Second edition (2011) 
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ALGEBRAIC SYSTEMS 

 
 

INTRODUCTION: 

The algebraic systems contained two binary operations which were 

denoted by + and X in each case. The choice of these examples was dictated by our 

familiarity with the systems of integers and real numbers. These algebraic system 

are not simplest ones. In this section we give examples of algebraic systems 

consisting of a single unary or binary operation. It is possible to obtain such 

algebraic systems form those given earlier by simply considering one of the two 

binary operations; for example, (I,+) and (R,X) are perfectly. 

Semigroups are the simplest algebraic structures which satisfy the 

properties of closure and associativity.They are very important in the theory of 

sequential machines, formal languages, and in certain applications relating to 

computer arithmetic such as multiplication. 

A Monoid in addition to being a semigroup,also satisfies the identity 

property. Monoids are used in a number of applications but most particularly in the 

area of syntactic analysis and formal language. 

For such algebraic systems , certain properties are taken as axioms of 

the system. Any result that is valid for an abstract systems holds for all those 

algebraic systems for which the axioms are true. 

Definition: 

A non-empty set together with a number of binary operations on it is called 

an algebraic system. 

In what follows, 

we shall define some algebraic systems : 

Definition: A non-empty set S is said to be a semigroup if in S there is 

defined a binary operation * satisfying the following property : 

If a, b, c  S, then a * (b * c) = (a * b) * c (Associative Law) 

Thus 

A non-empty set S together with an associative binary operation * defined on S is 

called a Semi-group. 

We denote the semi group by (S, *). 

Definition. A semi group (S, *) is called commutative if the binary operation * is a 

commutative operation, i.e., if a * b = b * a for a, b  S. 
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Examples. 1. Let Z be the set of all integers. Then (Z, +) is a 

commutative semigroup. In fact, if a, b, c  Z, then 

a.a * b = a+b is an integer. Therefore, the operation + on Z is a binary 
operation. 

b.a + (b+c) = (a+b) + c, because associative law holds in the set of 

integers. 

c.a + b = b + a, because addition in Z is commutative. 
 

2. The set Z of integers with the binary operation of subtraction is not a 

semi- group since subtraction is not associative in Z. 

3. Let S be a finite set and let F(S) be the collection of all functions f : S 

 S under the operation of composition of functions. We know that 

composition of functions is associative, i.e fo(goh) = (fog)oh where f , g , h 

 F(S) . 

Hence F(s) is a semigroup. 

4. The set P(S), where S is a set, together with the operation of union is 

a commutative semigroup. 

5. The integers modulo m, denoted by Zm, refer to the set Zm = {0, 1, 2,…, m1} . 

 

6. The addition in Zm  is defined as a + b = r, where r is the remainder when a+b is 
divided by m. 

7. The multiplication in Zm is defined by a.b = r, where r is the remainder when a+ 

b is divided by m . 
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For example, consider Z4 = {0, 1, 2,3} 

The addition table is 

 

 

 

 

 

 

 

 

We note 
 

(1+2)+3 = 3+3=2 and 1+(2+3)=1+1=2 
 

Hence (1+2)+3 =1+(2+3) 
 

In general , (a+b)+c = a+(b+c) , a,b,c∈  Z4 

Hence Z4 is a semigroup. 

Definition. A non-empty set S is said to be a monoid if in S there is 
defined a binary operation * satisfying the following properties : 

1. If a, b, c  S, then a * (b * c) = (a * b)* c (Associative Law) 

 

2. There exists an element e  S such that e * a = a * e = a for all a  S (Existence of 

identity element) 

 

Thus 

 

An algebraic system (S, *) is said to be a monoid if 
 

* is a binary operation on non-empty set S 

* is an associative binary operation on S 

There exists an identity element e in S. 

 

+ 
 

0 
 

1 
 

2 
 

3 

0 0 1 2 3 

1 1 2 3 0 

2 2 3 0 1 

3 3 0 1 2 
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It, therefore, follows that A monoid is a semi-group (S, *) that has an identity 

element. 

Example.1. In example 3 above, identity function is an identity element 

for F(S). 
 

Hence F(S) is a monoid. 

Let M be the set of all n  n matrices and let the binary operation * of M 

be taken as addition of matrices. Then (M, *) is a monoid. In fact, 
 

(i) The sum of two n  n matrices is again a matrix of order n  n . Thus 

the operation of matrix addition is a binary operation. 

(ii) If A, B, C  M, then A + (B+C) = (A+B) + C (Associative Law) 

(iii) The zero matrix acts as additive identity of this monoid because 

A + 0 = 0 + A = A for A  M . 

Definition. Let A be a non-empty set. A word w on A is a finite sequence of its 
elements. 

For example , 

w = ab ab bb = ab ab3
 

 
is a word on A = {a, b} . 

Definition. The number of elements in a word w is called its length and 

is denoted by l(w). 

For example, length of w in the above example is 

l(w) = 6 

Definition. Let u and v be two words on a set A. Then the word obtained by 

writing down the elements of u followed by the elements of v is called the 

concatenation of the words u and v on A. 

For example, if A = {a, b, c} and 

u = ab a bbb and v = a c b a b 

 

then w = ab abbb ac bab = abab3acbab is the concatenation of u and v. 
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HOMOMORPHISM AND ISOMORPHISM: 

A homomorphism is a map between two algebraic structures of the same type (that 
is of the same name), that preserves the operations of the structures. This means a map 

f: 𝐴 → 𝐴 between two sets A, B equipped with the same structure such that, if ∗  is an operation 

of the structure (supposed here, for simplification, to be a binary operation), then f(x * y)= f(x) * 
f(y) 

For example 

:  

Isomorphism, in modern algebra, a one-to-one correspondence (mapping) between 

two sets that preserves binary relationships between elements of the sets. For example, 

the set of natural numbers can be mapped onto the set of even natural numbers by 

multiplying each natural number by 2. The binary operation of adding two numbers is 

preserved—that is, adding two natural numbers and then multiplying the sum by 2 gives 

the same result as multiplying each natural number by 2 and then adding the products 

together—so the sets are isomorphic for addition. 

Theorem: 

The algebraic system (N,+) and (Z4 ,+) where N is the set of natural numbers 

and + is the operation of addition on N, show that there exists a homomorphism 

from (N,+) to (Z4 ,+) 

Proof: 

Define g:N → Z4 given by g(a) = [a(mod 4)] for any a∈  N 

For a, 𝐴 ∈  N , let g(a)=[i] and g(b)=[j] ;then 

g(a+b) =[(i+j)(mod 4)] = [i ]+4 [ j ] = g(a) +4 g(b) 

observe that g(0) =[0] ; that is, the mapping g also preserves the identity 

element. 

https://en.wikipedia.org/wiki/Algebraic_structure
https://en.wikipedia.org/wiki/Operation_(mathematics)
https://en.wikipedia.org/wiki/Map_(mathematics)
https://en.wikipedia.org/wiki/Set_(mathematics)
https://en.wikipedia.org/wiki/Binary_operation
https://www.britannica.com/topic/modern-algebra
https://www.britannica.com/topic/mapping
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CONGRUENCE RELATION: 

 
If two numbers b  and have the property that their difference b-c is integrally divisible 

by a number m (i.e., (b-c)/m is an integer), then b and c are said to be "congruent 

modulo m. The number m is called the modulus, and the statement b is congruent 

to c (modulo m,) is written mathematically as 

 
b≡ 𝐴(𝐴𝐴𝐴 𝐴) 

 

If b-c is not integrally divisible by m, then it is said that b is not congruent 

to c (modulo m), which is written 

 

b≡ 𝐴(𝐴𝐴𝐴 𝐴) 

 

 
The explicit "(mod m)" is sometimes omitted when the modulus m is understood by 

context, so in such cases, care must be taken not to confuse the symbol ≡ with the 

equivalence sign. 
 

→ m [(ab) + (bc)] 

→ m|(ac) 

→ a  c (mod m), which means that a R c. Definition: 

An equivalence relation R on a semigroup (S, *) is called a congruence relation if a R a and b R 

b imply (a * b) R (a * b). 

Examples: 

1.Let (Z, +) be the semigroup of integers. Consider the relation R defined on Z by A 

R b if and only if a  b (mod m). 

We know that a  b (mod m) if m divides ab. We note that 

(i) For any integer a, we have a  a (mod m), i.e., a R a 

 

(ii) If a R b, then a  b (mod m) → m | (ab) → m|(ba) and so b  a (mod m) which means b R a. 

(iii) If a R b and b R c, then 

 

a  b(mod m) and b  c(mod m) 

→ m|(ab) and m|(bc) 

http://mathworld.wolfram.com/Modulus.html
http://mathworld.wolfram.com/Modulus.html
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Thus R is reflexive, symmetric and transitive and so is an equivalence 

relation. Further, if 

Then a ≡ c (mod m) and b ≡ d (mod m), 

m| (ac) and m | (bd) 

→m | [(ac) + (bd)]| 

→m|[(a+b)  (c+d)] 

→(a+b) ≡ (c+d) (mod m) 

→(a+b) R (c+d) 

Hence R is a congruence relation. 

SEMIGROUPS AND MONOID 

Binary Operation and its Properties 
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Direct product of semigroups : 
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Theorem : 
 

If (S,*) and (T,∘ ) are commutative semigroups then their product is also 

commutative semigroup. 

Proof: 
 

We have already shown that if (S,*) and (T,∘ ) are semigroups then their 

product is semigroup. 

we now show that product SxT is commutative. 
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Let (a,b) ,(c,d) be any two elements in SxT . 
 

Then 
 

(a,b) + (c,d) = (a*c ,b∘ d) 
 

=(c*a , d∘ b) 
 

Because both * and ∘  are commutative 
 

=(c,d) (a,b) 
 

Thus + is a commutative operation on S*T. 

Hence (SxT , + ) is commutative semigroup. 

Theorem: 

Let f : s→ T be an onto mapping from a semigroup (S,*) to an 

algebraic structure (T,∘ ) where ∘  is a binary operation on T .If f is 

semigroup homomorphism then (T,∘ ) is a semigroup. 

Proof: 
 

In order to prove that (T,∘ ) is a semigroup. 
 

we must show that ∘  is an associative operation on T. 

Let x,y,z be any three elements in T. 

Since f onto mapping the exists a,b,c is S such that x=f(a) , y=f(b) and z=f(c) 

Now (x∘ y)z=f(a)∘ f(b)∘ f(c) 

=f(a*b)∘ f(c) f is homomorphism 
 

=f(a*b)*c) f is homomorphism 
 

=f(a*(b*c)) * is associative 
 

=f(a)∘ f(b*c) f is homomorphism 
 

=f(a) ∘ (f(b)∘ f(c)) f is homomorphism 
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=x∘ (y∘ z) 

Hence ∘  is associative and S∘ (T,∘ ) is a semigroup. 
 

Theorem: 
 

If (M,*) is a commutative monoid then the set of all idempotent elements of M forms a 

submonoid. 

Proof: 

Let S be the set of all idempotent element of M>. That is S={ 

x𝐴M ; x2 = x} 

Since the identity element e𝐴M is idempotent , We have e𝐴S . We now show 

that S is closed with respect to * . 

Let a,b be any two elements of S. Then a2 

= a and b2 = b 

Now 

(a*b)2= (a*b)(a*b) 
 

=a*(b*a)*b * is associative 

=a*(a*b)*b * is commutative 

= (a*a)*(b*b) * is associative 
 

=a2 * b2 

=a*b a2 = a and b2 = b 

Thus a*b is idempotent element of M . Hence 

a*b𝐴𝐴 and s∘ (S,*) is a submonoid. 
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Theorem: 
 

Let (M,* ) and (T,∘ ) be two monoids with identity e and e’ respectively. If f is an onto 

mapping from M onto T such that f(a*b) =f(a) ∘  f(b) ∀ a,b𝐴 M then f(e) = e’ 

Proof: 

Let y be any element of T. 
 

Since f is onto,there exists an element x𝐴M such that f(x) = y. Now ,

 Y=f(x)=f(x*e) ( e is the identity of (M,*)) 

=f(x) ∘  f(e) 

=y∘ f(e) 
 

Similarly 

Y=f(x) = f(e*x) 

=f(e)∘ f(x) 
 

=f(e)∘ y 

Thus f(e) ∘ y =y ∘ f(e) =y 

Which implies f(e) is the identity for T. 
 

Since Identity element in a monoid is unique, we have e’ =f(e). 
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PART - B 
 

POSSIBLE QUESTIONS – SIX MARKS 

 

1. Prove that under the semigroup homomorphism the properties associativity , idempotency 

and commutative are preserved. 
 

2. Show that every monoid <M, *, e> is isomorphic to a submonoid of <MM, ͦ , ∆ > where 

∆ is the identity mapping of M. 

 

3. Given the algebraic system <N, +> and <Z4, +4>, where N is the set of natural numbers , 
show that there exists a homomorphism from <N, +> to <Z4, +4>. 

 

4. Show that the set of all the invertible elements of a monoid form a group under the 

same operation as that of the monoid. 

 

5. Show that the intersection of any two congruence relations on a set is also a 

congruence relation. 
 

6. Let <S, *> be a given semigroup. There exists a homomorphism g: S→ SS, where < SS , ͦ >is 

a semigroup of functions from S to S under the operation of (left) composition. 

 

7. Show that the set of all semigroup endomorphisms of a semigroup is a semigroup 
under the operation of left composition. 

 

8. Define homomorphism with example. 

 

9. Show that the composition of two homomorphisms is also a homomorphism. 

 

10. Let <S, *> , <T, ∆> and <V, +> be semigroups and g: S→T and h: T →V be semigroup 

homomorphisms. Then (h ͦ g): S→ V is a semigroup homomorphism from <S, *> to 

<V, +>. 

 

11. Let I be the set of integers and ∙ denote the operation of multiplication so that <I, ∙ , 1> is 

a monoid. Show that <{0}, ∙> is a semigroup but not a submonoid. 

 
 

PART – C 
 

POSSIBLE QUESTIONS – TEN MARKS 

 

1. State and prove the function theorem of semigroup homomorphism. 

2. Let (M, *) be a monoid .Then there exists a subset T  𝐴𝐴 such that (M, *) is isomorphic 

to the monoid (T, o). 

3. Prove that every finite semigroup has an idempotent element.(That is an element a such 

that a2=a). 

4. Let f: S→ T be an onto mapping from a semigroup (S,*) to an algebraic structure (T,o) , where o is 

a binary operation on T. If f is semigroup homomorphism then (T,o) is a semigroup. 
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LATTICES 

Definitions and Examples 

 

Definition: A lattice is a partially ordered set (L, ) in which every subset 
{a, b} consisting of two element has a least upper bound and a greatest 
lower bound. 

 

We denote lub({a, b}) by a  b and call it join or sum of a and b. 

Similarly, 
 

we denote GLB({a, b}) by a  b and call it meet or product of a and b. 

Other symbol used are: 

LUB :  , +, 

GLB : *, . , 


Thus Lattice is a mathematical structure with two binary operations, join 
and meet. Lattice structures often appear in computing and mathematical 
applications. 

 
A totally ordered set is obviously a lattice but not all partially ordered sets are 
lattices. 

 

Example 1. Let A be any set and P(A) be its power set. The partially ordered 

set (P(A), ) is a lattice in which the meet and join are the same as the 

operations  and  respectively. If A has single element, say a, then P(A) = 

{, {a}} and 

LUB({ , {a}) = {a} 

GLB({, {a}) = 



The Hasse diagram of (P(A), ) is a chain containing two elements  and {a} 
as shown below: 

 

 
If A has two elements, say a and b. Then P(A) = {, {a}, {b}, {a, b}}. The 
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Hasse diagram of {P(A),  ) is then as shown below : 

 
 

We note that 
 

1. LUB exists for every two subsets and is L  M 

2. GLB exists for every two subsets and is in L  M for L, M  PA. 

Hence PA) in a lattice. 

Example 2. Consider the poset (N, ), where  is relation of divisibility. Then 

N is a lattice in which 

join of a and b = a  b = L C M(a, b) 

meet of a and b = a  b = G C D (a, b) for a, b  N. 

Example 3. Let n be a positive integer and let Dn be the set of all positive 
divisors of n. Then Dn is a lattice under the relation of divisibility. The Hasse 

diagram of the lattices D8, D20 and D30 are respectively. 
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and 
 

The TransiDefinition: The Transitive closure of a relation R is the 

smallest transitive relation containing R. It is denoted by R . 
 

Example: Let A = {1, 2, 3, 4} and R = [(1, 2), (2, 3), (3, 4), (2, 1)] Find the 
transitive closure of R. 
Solution: The digraph of R is 
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We note that from vertex 1, we have paths to the vertices 2, 3, 4 and 1. Note 
that path from 1 to 1proceeds from 1 to 2 to 1. Thus we see that the ordered 
pairs (1, 1), (1, 2), (1, 3) and (1, 4) are in R. Starting from vertex 2, we have 
paths to vertices 2, 1, 3 and 4 so the ordered pairs (2, 1), (2, 2), (2, 3) and (2, 
4) 

are in R. The only other path is from vertex 3 to 4, so we have 
R = {(1, 1), (1, 2), (1, 3), (1, 4), (2, 1), (2, 2), (2, 3), (2, 4), (3,4)} 

 

Example: Let R be the set of all equivalence relations on a set A. As such R 

consists of subsets of A  A and so R is a partially ordered set under the 

partial order of set inclusion. If R and S are equivalence relations on A, the 
same property may be expressed in relational notations as follows: 

R  S if and only if x R y _ x S y for all x y  A. 

Then (R, ) is a poset. R is a lattice, where the meet of the equivalence 

relations R and S is their intersection R  S and their join is (R  S), the 
transitive closure of their union. 

 

Definition: Let (L, ) be a poset and let (L, ) be the dual poset. If (L, ) is a 

lattice, we can show that (L, ) is also a lattice. In fact, for any a and b in L, 
the 

L U B of a and b in (L, ) is equal to the GLB of a and b in (L, ). Similarly, 

the GLB of a and b in (L, ) is equal to L U B in (L, ). 

The operation  and  are called dual of each other. 

Example: Let S be a set and L = P(S). Then (L, ) is a lattice and its dual 

lattice is (L, ), where  represents “contains”. We note that in the poset 

(L, ), the join A  B is the set A  B and the meet A  B is the set A  B. 

Cartesian Product of Lattices 
 

Theorem: If (L1, ) and (L2, ) are lattices, then (L, ) is a lattice, where 

L = L1  L2 and the partial order  of L is the product partial order. 

Proof: We denote the join and meet in L1 by 1, and 1 and the join and meet 
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in L2 by 2 and 2 respectively. 

We know that Cartesian product of two posets is a poset. 

Therefore L = L1  L2 is a poset. Thus all we need to show is that if 

(a1, b1) and (a2, b2)  L, 

Then (a1, b1)  (a2, b2)and (a1, b1)  (a2, b2) exist in L. 

Further, we know that 

(a1, b1)  (a2, b2) = (a1  a2 , b1  b2) and 
and 

(a1, b1)  (a2, b2) = (a1  a2 , b1  b2) 

Since L1 is lattice, a1  1 a2 and a1  1 a2 exist. Similarly, since L2 is a lattice, 

b1  b2 and b1  b2 exist. Hence (a1, b1)  (a2, b2) and (a1, b1)  (a2, b2) 

both exist and therefore (L, ) is a lattice, called the direct product of 

(L1, ) and (L2, ). 
 
 
 
 

 

Properties of Lattices: 
Let (L, ) be a lattice and let a, b , c  L. Then, from the definition of  (join) 

and  (meet) 
 

we have 
 

(i) a  a  b and b  a  b; a  b is an upper bound of a and b. 
 

(ii) if a  c and b  c, then a  b  c; a  b is the least bound of a and b. 
 

(iii) a  b  a and a  b  b; a  b is a lower bound of a and b. 

 

(iv) if c  a and c  b, then c  a  b; a  b is the greatest lower bound of a 
and b 
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Theorem: 

Let L be a lattice. Then for every a and b in L, 

(i) a  b = b if and only if a  b 

(ii) a  b = a if and only if a  b 

(iii) a  b = a if and only if a  b = b 
Proof: 

(i) Let a b = b. Since a  a  b, we have a  b. 

Conversely, if a  b, then since b  b, it follows that b is an upper bound of a 

and b. Therefore, by the definition of least upper bound, a  b  b. Also a  b 

being an upper bound, b  a  b. Hence a  b = b. 

(ii) Let a  b = a. Since a  b  b, we have a  b. Conversely, if a  b and 

since a  a, a is a lower bound of a and b and so, by the definition of greatest 

lower bound, we have 

a  a  b 

Since a  b is lower bound, 

a  b  a 

Hence 

 
(iii) From (ii ) 

a  b = a. 

 

 
From (i) 

a  b = a  a  b…….(iv) 

a  b  a  b = b… ....... (v) 

Hence, combining (iv) and (v), 
 

we have  
a  b = a  a  b = b. 

 

Example: Let L be a linearly (total) ordered set. Therefore a, b  L imply 

either a  b or b  a. Therefore, the above theorem implies that 

a  b = a 

a  b = a 

Thus for every pair of elements a, b in L, a  b and a  b exist. Hence a 
linearly ordered set is a lattice. 

 

Theorem : 

Let (L, ) be a lattice and let a, b, c  L. Then we have 

L1 : Idempotent property 

(i) a  a = a 

(ii) a  a = a 
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L2 : Commutative property 

(i) a  b =b  a 

(ii) a  b = b  a 

L3 : Associative property 

(i) a  (b  c) = (a  b)  c 

(ii) a  (b  c) = (a  b)  c 

L4 : Absorption property 

(i) a  ( a  b) = a 

(ii) a  (a  b) = a 

Proof: L1 : The idempotent property follows from the definition of LUB and 

GLB. 
L2 : Commutativity follows from the symmetry of a and b in the definition of 
LUB and GLB. 
L3 : (i) From the definition of LUB, we have 

a  a  (b  c) ................. (1) 

b  c  a  (b  c) ........... (2) 

Also b  b  c and c  b  c and so transitivity implies 

b  a  (b  c) ................. (3) 

and 

c  a  (b  c) ............... (4) 

Now, (1) and (3) imply that a  (b  c) is an upper bound of a and b and hence 
by the definition of least upper bound, we have 

a  b  a  (b  c) .................... (5) 

Also by (4) and (5), a  (b  c) is an upper bound of c and a  b . Therefore 

(a  b)  c  a  (b  c) .............(6) 

Similarly 

a  (b  c)  ( a  b)  c .......... (7) 
 

Hence, by antisymmetry of the relation , (6) and (7) yield 

a  (b  c) = (a  b)  c 

The proof of (ii) is analogous to the proof of part (i). 
 

L4 : (i) Since a  b  a and a  a, it follows that a is an upper bound of a  b 
and a. Therefore, by the definition of least upper bound 

a  (a  b)  a ....................... (8) 

On the other hand, by the definition of LUB, we have 
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a  a  (a  b) ......................... (9) 

The expression (8) and (9) yields 

a  (a  b) = a. 

(ii) Since a  a  b and a  a, it follows that a is a lower bound of a  b 

and a. 
Therefore, by the definition of GLB, 

a  a  (a  b) ..................... (10) 

Also, by the definition of GLB, we have 

a  (a  b)  a .................... (11) 

Then (10) and (11) imply 

a  (a  b) = a 
and the proof is completed. 

 

In view of L3, we can write a  (b  c) and (a  b)  c as a  b  c. 
Thus, we can express 

LUB ({a1, a2,….an) as a1  a2 …… an 

GLB ({a1, a2,….an) as a1  a2 …… an 

Remark: 
Using commutativity and absorption property, part (ii) of previous 

Theorem can be proved as follows : 

Let a  b = a. 

We note that 

b  (a  b ) = b  a 

 
But 

Hence 

= a  b (Commutativity) 

b  ( a  b) = b (Absorption property) 

a  b = b 

and so by part (i), a  b. Hence a  b = a if and only if a  b. 

Theorem: Let (L, ) be a lattice. Then for any a, b, c  L, the following 
properties hold : 

1. (Isotonicity) : If a  b, then 

(i) a  c  b  c 

(ii) a  c  b  c 

This property is called “Isotonicity”. 
 

2. a  c and b  c if and only if a  b  c 

3. c  a and c  b if and only if c  a  b 
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4. If a  b and c  d, then 

(i) a  c  b  d 

(ii) a  c  b  d. 

Proof : 1 (i). We know that 

a  b = b if and only if a  b. 

Therefore, to show that a  c  b  c, we shall show that 

(a  c)  (b  c) = b  c. 

We note that 

(a  c)  (b  c) = [(a  c)  b]  c= a  (c  b)  c 

= a  (b  c)  c 

= (a  b)  (b  c) 

= b  c (a  b = b and c  c = c) 

The part 1 (ii) can be proved similarly. 

2. If a  c, then 1(i) implies 

a  b  c  b 

But 

b  c  b  c = c 

 c  b = c (commutativity) 

Hence a  c and b  c if and only if a  b  c 

3. If c  a, then 1(ii) implies c  b  a  b 
 

But  
c  b  c  b = c 

 

Hence  
c  a and c  b if and only if c  a  b. 

 

4 (i) We note that 1(i) implies that if a  b, then a  c  b  c = c  b 

if c  d, then c  b  d  b = b  d 

Hence, by transitivity 

a  c  b  d 

(ii) We note that 1(ii) implies that 

if a  b, then a  c  b  c = c  b 
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if c  d, then c  b  d  b = b  d. 

Therefore transitivity implies 

a  c  b  d. 

Theorem: 

Let (L, ) be a lattice. If a, b, c  L, then 

(1) a  (b  c)  (a  b)  (a  c) 

(2) a  (b  c)  (a  b)  (a  c) 

These inequalities are called “Distributive Inequalities”. 
 

Proof: We have 

a  a  b and a  a  c (i) 

Also, by the above theorem, if x  y and x  z in a lattice, then x  y  z. 

Therefore (i) yields 

a  (a  b )  (a  c) ................. (ii) 

Also 

and 

b  c  b  a  b 

b  c  c  a  c , 

that is, b  c  a  b and b  c  a  c and so, by the above argument, 

we have 

b  c  (a  b)  (a  c) (iii) 

Also, again by the above theorem if x  z and y  z in a lattice, then 

x  y  z 

Hence, (ii) and (iii) yield 

a c (b  c)  ( a  b)  (a  c) 
This proves (1). 
The second distributive inequality follows by using the principle of 
duality. 

 

Theorem: (Modular Inequality) : Let (L, ) be a lattice. If a, b, c  L, 

then 

a  c if and only if a  (b  c)  (a  b)  c 

Proof: We know that a  c  a  c = c .............. (1) 

Also, by distributive inequality, 
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a  (b  c)  (a  b)  (a  c) 

Therefore using (1) a  c if and only if 

a  (b  c)  (a  c)  c, 
which proves the result. 

 

The modular inequalities can be expressed in the following way 
also: 

 

(a  b)  (a  c)  a  [b  (a  c)] 

(a  b)  (a  c)  a  [b  (a  c)] 

Example: Let (L, ) be a lattice and a, b, c  L. If a  b  c, then 

(i) a  b = b  c, (ii) (a  b )  (b  c) = (a  b)  ( a  c) 

Solution: (i) We know that 
a  b  a  b = b 

and 

b  c  b  c = b 

Hence a  b  c implies a  b = b  c. 

(ii) Since a  b and b  c, we have 

a  b = a and b  c = b 

Thus 

(a  b)  (b  c) = a  b 

= b, 

since a  b  a  b = b. 

Also, a  b  c _ a  c by transitivity. Then 

a  b and a  c _ a  b = b , a  c = c 

and so 

(a  b )  (a  c) = b  c 

= b since b  c  b  c = b. 

Hence 

(a  b)  (b  c) = b = (a  b)  (a  c), 

which proves (ii). 
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1.21. Lattices as Algebraic System 

Definition. A Lattice is an algebraic system (L,  ,  ) with two binary 

operations  and  , called join and meet respectively, on a non-empty 

set L 

which satisfy the following axioms for a, b, c  L : 

1. Commutative Law : 

a  b = b  a and a  b = b  a . 

2. Associative Law : 
 

(a  b)  c = a  (b  c) 

and 

(a  b) c = a  (b  c) 

3. Absorption Law : 

(i) a  (a  b) = a 

(ii) a  (a  b) = a 

We note that Idempotent Law follows from axiom 3 above. In fact, 

a  a = a  [a  (a  b)] using .................. 3(ii) 
= a using ................. 3(i) 

The proof of a  a = a follows by principle of duality. 

 Partial Order Relations on a Lattice 
 

A partial order relation on a lattice (L) follows as a consequence of the 

axioms for the binary operations  and  . 

We define a relation  on L such that for a, b  L , 

a  b  a  b = b 
or analogously, 

. a  b  a  b = a . 

We note that 
 

(i) For any a  L 

a  a = a (idempotent law), 

therefore a  a showing that  is reflexive. 

(ii) Let a  b and b  a. Therefore 
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But 

Hence 

a  b = b 

b  a = a 

a  b = b  a (Commutative Law in lattice) 

a = b , 

showing that  is antisymmetric. 

(iii) Suppose that a  b and b  c. Therefore a  b = b and b  c = c . 

Then 

a  c = a  (b  c) 

= (a  b)  c (Associativity in lattice) 

= b  c 

= c , 

showing that a  c and hence  is transitive. 

This shows that a lattice is a partially ordered set 
 

Least Upper Bounds and Latest Lower Bounds in a 
Lattice 

Let (L,  ,  ) be a lattice and let a, b  L. We now show that LUB of 

{a, b}  L with respect to the partial order introduced above is a  b and 

GLB of {a, b} is a  b. 

From absorption law 

a  (a  b) = a 

b  (a  b) = b 

Therefore a  a  b and b  a  b, showing that a  b is upper bound for 

{a,b}. Suppose that there exists c  L such that a  c, b  c. Thus we 

have a  c = c and b  c = c 
 

and then  

(a  b)  c = a  (b  c) = a  c = c 
 

implying that a  b  c. 

Hence a  b is the least upper bound of a and b. 
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Similarly, we can show that a  b is GLB of a and b. 

The above discussion shows that the two definitions of lattice 
given 
so far are equivalent. 

 

Sublattices 
 

Definition: Let (L, ) be a lattice. A non-empty subset S of L is called a 

sublattice of L if a  b  S and a  b  S whenever a  S, b  S. 

(Or) 

Let (L,  ,  ) be a lattice and let S  L be a subset of L. Then (S,  ,  ) 
is 

called a sublattice of (L,  ,  ) if and only if S is closed under both 

operations of join( ) and meet(  ). 

From the definition it is clear that sublattice itself is a lattice. 
However, any subset of L which is a lattice need not be a sublattice. 

For example, consider the lattice shown in the diagram: 
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Example: Let A be any set and P(A) its power set. Then (P(A),  ,  ) is 

a 
lattice in which join and meet are union of sets and intersection of sets 
respectively. 

A family _ of subsets of A such that S  T and S  T are in _ for S, 

T  _ is a sublattice of (P(A),  ,  ). Such a family _ is called a ring 
of 

subsets of A and is denoted by (R(A),  ,  ) (This is not a ring in the 
sense of algebra). Some author call it lattice of subsets. 
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Example: The lattice (Dn,  ) is a sublattice of (N, ), where  is the 

relation of divisibility. 
 

 

Lattice Isomorphism 
 

Definition: Let (L1,  1,  1) and (L2,  2,  2) be two lattices. A mapping 

f : 

L1  L2 is called a lattice homomorphism from the lattice the lattice 

(L1,  1, 

 1) to (L2,  2,  2) if for any a, b  L1, 

f(a  1 b) = f(a)  2 f(b) and f(a  1 b) = f(a)  2 f(b) 

Thus, here both the binary operations of join and meet are preserved. 
There 
may be mapping which preserve only one of the two operations. 
Such mapping are not lattice homomorphism 

Let 1 and 2 be partial order relations on (L1,  1,  1) and 

(L2,  2,  2) respectively. Let f : L1  L2 be lattice homomorphism. If 

a, b  L1, then 

a 1 b  a  1 b = b 

and so 

f(b) = f(a  1 b) 

= f(a)  2 f(b) 

 f(a) 2 f(b) 

Thus 

a 1 b  f(a) 2 f(b) 
Thus order relations are also preserved under lattice homomorphism. 
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If a lattice homomorphism f: L1  L2 is one-to-one and onto, then it is 
called lattice isomorphism. 

 
If there exists an isomorphism between two lattices, then the lattices are 
called isomorphic. 

 
Since lattice isomorphism preserves order relation, therefore 
isomorphic lattices can be represented by the same diagram in 
which nodes are replaced by images . 

 

Theorem: Let A = {a1, a2,….,an} and B = {b1, b2,……bn} be any two finite 

sets with n elements. Then the lattices (P(A), ) and (P(B), ) are 

isomorphic 
and so have identical Hasse-diagram. 

Proof: Consider the mapping f : P(A)  P(B) 

defined by 
 

f({an} = {bn}, f({a1, a2,….,am}) = {b1, b2,……bn} for m  n . 

Then f is bijective mapping and L  M  f(L)  f(M) for subsets L and 

M of P(A). 
 

Hence P(A) and P(B) are isomorphic. 

For example, 

let A = {a, b, c}, B = {2, 3, 5}. The Hasse-diagram of 

P(A) and P(B) are then given below: 
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Define a mapping f : P(A)  P(B) by 

f() = , f({a}) = {2}, f({b}) = {3}, f({c}) = {5} 

f({a, b}) = {2, 3}, f({b, c}) = {3, 5}, f({a, c}) = {2, 5} 
 

and 
f({a, b, c}) = {2, 3, 5}. 

 

This is a bijective mapping satisfying the condition that if S and T are 
subsets 

of A, then S  T if and only if f(S)  f(T). Hence f is isomorphism and 

(P(A), 

) and (P(B), ) are isomorphic. 

Thus, for each n = 0, 1, 2,…., there is only one type of lattice and this 
lattice 
depends only on n, the number of elements in the set A, and not on A. It 
has 2n 

elements. Also, we know that if A has n elements, then all subsets of A 
can be 
represented by sequences of 0’s and 1’s of length n. We can therefore 
label the 
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Hasse diagram of a lattice (P(A), ) by such sequence of 0’s and 1’s. 

 
 

 
 

Bounded, Complemented and Distributive Lattices 
Definition: A lattice L is said to be bounded if it has a greatest element I and a 

least element 0. 

For the lattice (L,  ,  ) with L = {a1, a2,….,an}, 

a1  a2…..  an = I and a1  a2 …….  an = 0 . 
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Example : The lattice Z+ 

of all positive integers under partial order of 
divisibility is not a bounded lattice since it has a least element (the integer 1) 
but no greatest element. 

Example: The lattice Z of integers under partial order  (less than or equal to) 
is not bounded since it has neither a greatest element nor a least element. 

Example: Let A be a non-empty set. Then the lattice (P(A), ) is bounded. 

Its greatest element is A and the least element is empty set . 

If (L, ) is a bounded Lattice, then for all a  L 

0  a  I 

a  0 = a, a  0 = 0 

a  I = I, a  I = a 

Thus 0 acts as identity of the operation  and I acts as identity of the operation 

 . 

Definition: Let (L  ,  , 0, I) be a bounded lattice with greatest element I and 

the least element 0. Let a  L. Then an element b  L is called a complement 

of a if 

a  b = I and a  b = 0 
It follows from this definition that 
0 and I are complement of each other. 

Further, I is the only complement of 0. For suppose that c  I is a complement 

of 0 and c  L, then 

0  c = I and 0  c = 0 

But 0  c = c. Therefore c = I which contradicts c  I. 
Similarly, 0 is the only complement of I. 

Definition: A lattice (L,  ,  , 1, 0) is called complemented if it is bounded 
and if every element of L has at least one complement. 

 
Example: 

The lattice (P(A), ) of the power set of any set A is a bounded 

lattice, where meet and join operations on e(A) are  and  respectively. Its 

bounds are  and A. The lattice (P(A), ) is complemented in which the 

complement of any subset B of A is A  b 
 

Definition: 

A lattice (L,  ,  ) is called a distributive lattice if for any elements a, b and c in L, 

(1) a  (b  c) = (a  b)  (a  c) 

(2) a  (b  c) = (a  b)  ( a  c) 
Properties (1) and (2) are called distributive properties. 

 
 
 

Thus, in a distributive lattice, the operations  and  are distributive over 
each other. 
We further note that, by the principle of duality, the condition (1) holds if and 
only if (2) holds. Therefore it is sufficient to verify any one of these two 
equalities for all possible combinations of the elements of a lattice. 
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If a lattice L is not distributive, we say that L is non-distributive. 
 

Example: For a set S, the lattice (P(S), ) is distributive. The meet and join 

operation in P(S) are  and  respectively. Also we know, by set 
 

theory, that for A, B, C  P(S), 
 

A  (B  C) = (A  B)  (A  C) 
 

A  (B  C) = (A  B)  (A  C). 
 

Example: 

The five elements lattices given in the following diagrams are non 
distributive. 

 
 

 

In fact for the lattice (i), we note that a  (b  c) = a  I = a , 
while 

 
Hence 

(a  b)  (a  c) = b  0 = b 
 

a  (b  c)  (a  b)  (a  c) , 
showing that (i) is non-distributive. 

For the lattice (ii) , 

we have 

 
 

while 

Hence 

 

a  (b  c) = a  I = a , 
 

(a  b)  (a  c) = 0  0 = 0 . 

a  (b  c)  (a  b)  (a  c) , 

showing that (ii) is also non-distributive 
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POSSIBLE QUESTIONS (SIX MARKS) 
 

1. Define sublattice, lattice homomorphism, order isomorphic. 
 

2. Show that in a bounded distributive lattice, the elements which have complements 

form a sublattice. 

 

3. Show that a lattice is distributive iff (a * b) + (b* c) + (c * a) = (a + b) * 

(b +c) * (c+ a). 

 
4. Define complete, distributive lattice, Complemented lattice. 

5.Every chain is a distributive lattice. 

6. Show that every distributive lattice is modular but not conversely. 
 

7. Show that a lattice is distributive iff (a * b) + (b* c) + (c * a) = (a + b) * (b +c) * (c+ a). 
 

8. Show that a lattice homomorphism on a Boolean algebra which preserves 0 and 1 is 

Boolean homomorphism. 

 

9. The direct product of any two distributive lattices is a distributive lattice. 
 

10. Prove that two bounded lattices A and B are complemented iff A B is complemented. 

 
11.Prove that two lattices A and B are relatively complemented iff A B is relatively 

complemented. 

 
POSSIBLE QUESTIONS (TEN MARKS) 

 

 
1. If the meet operation is distributive over the join operation in a lattice, then the 

join operation is also distributive over the meet operation. If the join operation is 

distributive over the meet operation, then the meet operation is also distributive over the 

join operation. 

 

2. Let L be a finite distributive lattice. Then every a in L can be written uniquely (except 

for order) as the join of irredundant join irreducible elements. 

 

3. In a distributive lattice, if an element has a complement then this complement is unique. 

 

4.Every finite lattice is a complete . 
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Introduction: SOME SPECIAL LATTICES 
 

In this chapter we will consider mathematical objects known as Lattices. Lattices is a set of 

points in n dimensional space with a periodic structure.More recently,Lattices have become a 

topic of active research in computer science .They are used as an algorithmic tool to solve a 

wide variety of problems ; and they have have some unique properties from a computational 

complexity point of view. 
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BOOLEAN ALGEBRA 
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LATTICES OF DIRECT PRODUCT: 
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JOIN IRREDUCIBLE: 
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PART – B 

 

POSSIBLE QUESTIONS – SIX MARKS 

 
1. Define sublattice, lattice homomorphism, order isomorphic. 

 

2. Show that in a bounded distributive lattice, the elements which have complements form 

sublattice. 

 

3. Show that a lattice is distributive iff (a * b) + (b* c) + (c * a) = (a + b) * (b +c) * (c+ a). 
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4. Define complete, distributive lattice, Complemented lattice. 

 

5. If (L, ,) is a complemented and distributive lattice , then the complement a of any element 

aL is unique. 

 

6. Every chain is a distributive lattice. 

 

7. Show that every distributive lattice is modular but not conversely. 

 

8. Show that a lattice is distributive iff (a * b) + (b* c) + (c * a) = (a + b) * (b +c) * (c+ a). 

 

9. In a distributive lattice, if an element has a complement then this complement is unique. 

 

10. Show that a lattice homomorphism on a Boolean algebra which preserves 0 and 1 is a Boolean 

homomorphism. 

 

11. The direct product of any two distributive lattices is a distributive lattice. 

12. Prove that two bounded lattices A and B are complemented iff A B is complemented. 

13.Prove that two lattices A and B are relatively complemented iff A B is relatively 

complemented. 

 

PART – C 

 

POSSIBLE QUESTIONS – TEN MARKS 

 
 

1. If the meet operation is distributive over the join operation in a lattice, then the join operation is 

also distributive over the meet operation. If the join operation is distributive over the meet 

operation, then the meet operation is also distributive over the join operation. 

2. Let L be a finite distributive lattice. Then every a in L can be written uniquely (except for order) 

as the join of irredundant join irreducible elements. 

3. If (A,≤) and (B, ≤ ) are posets , then (AXB , ≤ ) is a poset with partial order defined 

by (a,b) ≤ ( ̅𝒂 , ̅𝒃 ) if a ≤ ̅𝒂 and b ≤ ̅𝒃. 
 

4. Every finite lattice is complete. 
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INTRODUCTION : GRAPH THEORY 
 

Graph theory is used to analyses problems of combinatorial nature that 

arise in computer science, operations research , physical science and economics . 

The term graph is familiar to you because it has been used in the context of 

straight lines and linear in equalities .In this chapter , first we will combine the 

concepts of graph theory with digraph of a relation to define a more general type 

of graph that has more than one edge between a pair of vertices. Second , we will 

identify basic components of a graph ,its features any many applications of 

graphs. 
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CONNECTED AND DISCONNECTED GRAPHS : 
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PART – B 
 

POSSIBLE QUESTIONS – SIX MARKS 

 

1. Show that if a graph G(either connected (or) disconnected) has exactly two 

vertices of odd degree there is a path joining these two vertices. 

2. In a (directed or undirected) graph with n vertices, if there is a path from 

vertex v1 to vertex v2,then there is a path of no more than n-1 edges from 

vertex v1 to vertex v2. 

3. Show that a simple graph with n vertices and k-components can have at most 

4. State and prove the Handshaking theorem. 

5. Show that the sum of the degree of all vertices in a graph equal to twice in a 

number of edges incidence in G. 

6. Show that if there is a (u, v )- walk in G, then there is also a (u, v)- path in G. 

7.In a connected graph G with exactly 2k odd vertices, there exist k edge-disjoint 

subgraphs such that they together contain all edges of G and that each is a 

unicursal graph. 

8. The number of vertices of odd degree in a graph is even. 

9. Draw all possible simple graph of one, two, three, four, five vertices . 

10. Prove that a connected graph is Euler graph iff it has even degree. 
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PART –C 
 

POSSIBLE QUESTIONS – TEN MARKS 
 

1. A non- empty connected graph G is Eulerian if and only if G is the union of 

some edges disjoint circuits. 

2. Show that a connected graph G is an Euler graph if and only if the degree of 

every vertex in G is even. 

3. A connected graph G is an Euler graph iff it can be decomposed into circuits. 

4.If the intersection of two paths in a graph G disconnected then their union has 

atleast one circuit. 
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Introduction: 

The graphs that we come across in most of the applications are connected. 

Among the connected graphs, trees are probably the most important ones. In this 

chapter ,We shall study trees and its properties. The relationships among circuits, 

trees and other associated concepts in a graph are also explored. 

TREES: 

Definition: 
 

A connected graph without any circuits is called a Tree. 

Example: Trees with one ,two three and four vertices are shown below 

(Figure 5.1) 

Since parallel edges and self – loops both form circuits , a tree can not have 
parallel edges and elf loops. Thus a tree has to be a simple graph. 
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Theorem 5.1 : 
A graph G is a tree iff there is one and only one path between any two vertices of 
G. 

Proof: 
First suppose that the graph G is a tree. Then by definition of a tree ,G is a 

connected graph. Therefore ,there must exist atleast one path between any two 
vertices in G. Now suppose that there are two distinct paths between vertices a 
and b of G. Then the union of these two paths will contain a circuit and G can not 
be a tree. Thus there is one and only one path between any two vertices of G. 

Conversely, suppose that there is one and only path between any two 
vertices of G. We shall show G is a tree. Since there exists a path between any two 
vertices of G, therefore G is connected. A circuit in a graph with two or more 
vertices implies that there exists a pair of vertices a, b such that there are two 
distinct paths between a and b. Since G has one and only one path between any 
two vertices, G can have no circuits. Thus G is a tree. 

 

Theorem 5.2: 
A tree with n vertices has n-1 edges. 
Proof: 

We shall prove the theorem by induction on the number of vertices .Clearly, 
the theorem is true for trees with one or two vertices(see Fig.5.1).Assume that 
the theorem is true for all trees with fewer than n vertices. 

Let us consider a tree G with n vertices .Let ek be any edge in G with end 
vertices vi and vj. 
According to theorem 1 above , the edge ek is the only path between vi and vj. 
Hence deletion of ek from G will disconnect the graph. Thus G-ek is not connected. 
Further ,G-ek will contain exactly two components ,for otherwise the graph G will 
not be connected. Let these two components of G-ek be G1 and G2 respectively. 
Since n1 <n and n2<n , we have by the induction hypothesis 

Number of edges in G1 = n2 -1 

and 
Number of edges in G2 = n2 -1 

 

Thus , number of edges in G – ek is equal to ( n1 -1 )+( n2 -1)= (n2 + n2) -2 = n-2 . 
Hence G has exactly n-1 edges. 
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Theorem 5.3: 
Every connected graph with n vertices and n-1 edges is a tree. 
Proof: 

Let G be a connected graph with n vertices and n-1 edges. The theorems will 
be proved if we show that G has no circuit. Suppose that G contains atleast one 
circuit. Since removing an edge from a circuit does not disconnect a graph, we 
may remove edges, but no vertices from circuits in G until the resulting graph G* 

is a circuit free. 
 

Now G* is a connected graph with n vertices and contains no circuit .Thus G* is a 
tree with n vertices .Hence G* has n-1 edges (by theorem 2).But now the graph G 
has more than n-1 edges, a contradiction. 

Hence G has no circuit.This completes the proof. 
 

Theorem 5.4: A graph G with n vertices ,n-1 edges and no circuit is tree. 
Proof: 

Let G be a graph with n vertices , n -1 edges and has no circuit. It wii be a tree 
if we show that it is connected .If possible, suppose that G is disconnected. Then 
G will consist of two or more circuitless components.Without loss of generality 
let G consist of two components G1 and G2 . 

 

we add an edge e between a vertex v1 in G1 and v2 in G2. Since v1 and v2 are in 
different components of G , there is no path between v1 and v2 in G.Thus addition 
of edge e will not create a circuit.Thus G∪ e is a circuitless,connected graph (and 
therefore a tree)of n vertices and n edges,which is not possible because of 
theorem 2.This completes the proof. 
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ROOTED AND BINARY TREE : 
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SPANNING TREE: 
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Minimally connected graph : 
 

A connected graph G is said to be minimally connected if removal of any edge 

from G disconnected the graph G. 

Theorem : 
 

A graph G is a tree iff it is minimally connected . 

Proof: 

Suppose that G is a tree. 

We show G is minimally connected. Since G is a tree,it is connected .if G is not 

minimally connected then there must exist an edge e in G such that G-e is 

connected . 

Therefore, e is an some circuit , which implies that G is not a tree, a 

contradiction.Thus G is minimally connected . 

Conversely , suppose that G is a minimally connected graph.Then G is connected 

and cannot have a circuit; otherwise , we could remove one of the edge in the 

circuit and still leave the graph connected.Thus a minimally connected graph is a 

tree. 

Minimum number of pendent vertices in a tree. 

Recall that a pendent vertex in a graph is that vertex whose degree is 

one .In general,trees have several pendent vertices.The minimum 

number of pendent vertices ina tree is given by the following theorem . 
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Theorem 

In any tree ( with two or more vertices ) there are atleast two 

pendent vertices . 

Proof: 

Let G be any tree having n vertices.Then G has n-1 edges.since each 

edge contributes two degrees,the sum of the degrees of all vertices in G 

is 2(n-1). 

Now 2(n-1) degrees are to be divided amoung n vertices in G. 

Let the number of vertices of degree one in G be x. 

Since no vertex in a tree can be of zero degree,we have 
 

2(𝑛−1)−𝑥 
≥2 

𝑛−𝑥 
 

→ x≥2 

Thus , we must atleast two vertices of degree one is tree. 

Distance and centre in a tree: 
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Rank and Nullity: 

Consider a graph G with n vertices , e edges and k components .The 

rank of graph G is defined as 

Rank r = n-k 

And the nullity of the graph G is defined as 

Nullity µ=e-n+k 

=e-r 

We note that 

Rank +nullity = no. of edges in a graph 
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The nullity of a graph is also called cyclomalic number or first Betti 

number. 

If a graph G is connected then k=1 and therefore rank of a connected 

graph is n-1 and the nullity is e-n+1. 

It follows from the definition of spanning tree that 

Rank of a connected graph G = number of branches in any spanning 

tree of G 

Nullity of connected graph G = number of chords in G 
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POSSIBLE QUESTIONS ( SIX MARKS) 

1. Show that a tree with n-vertices has (n-1) edges. 

 
2. The number of pendent vertices (leaf) of a tree is equal to 𝑛+1 

2 
 

3. Show that every connected graph with n-vertices has (n-1) edges is a tree. 

4.Show that a graph G is a tree if and only if it is minimally connected. 

5. Show that an arborescence is a tree in which every vertex other than the root has an indegree 

of exactly one. 

6. Show that a tree with n-vertices has (n-1) edges. 

7.Define Centre and Eccentricity of vertex with example. 

8. Show that a graph G is a tree if and only if there is one and only one path between any 2 

vertices of G 

9.Explain the properties of binary tree 
 

10.Prove that in a tree, any two vertices are connected by exactly one path. 

11.Show that every tree has one (or) two centre’s. 

POSSIBLE QUESTIONS ( TEN MARKS) 

 
1. In any tree (with two or more vertices), there are atleast two pendant vertices. 

2.Prove that the number of labeled trees on ‘n’ vertices is nn-2. 

3.Show that the minimum height of a n-vertex binary tree is equal to [log2 (n+1)-1]. 

4.Show that in any tree with two (or) more vertices there are at least two pendent vertex 

5.Show that every tree with two or more vertices is 2 chromatic. 
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