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                    KARPAGAM ACADEMY OF HIGHER EDUCATION                 
       (Deemed to be University Established Under Section 3 of UGC Act 1956) 
                         Pollachi Main Road, Eachanari (Post) 

                                   Coimbatore –641 021      

                  DEPARTMENT OF MATHEMATICS 
 
17BAU102        CORE-STATISTICS FOR BUSINESS DECISIONS                      Semester I                                                       

L   T   P   C 
                                                                                                                                                                     5   -   -    5 
…………………………………………………………………………………………………………………………………………………………….. 
OBJECTIVES: To familiarize the students with various Statistical Data Analysis tools that can be used 

for effective decision making. Emphasis will be on the application of the concepts learnt.  

UNIT I  

Measures of Central Value: Characteristics of an ideal measure; Measures of Central Tendency - mean, 

median, mode, harmonic mean and geometric mean. Merits, Limitations and Suitability of averages. 

Relationship between averages. Measures of Dispersion: Meaning and Significance. Absolute and 

Relative measures of dispersion - Range, Quartile Deviation, Mean Deviation, Standard Deviation, 

Coefficient of Variation, Moments, Skewness, Kurtosis.  

UNIT II 

 Correlation Analysis: Meaning and significance. Correlation and Causation, Types of correlation. 

Methods of studying simple correlation - Scatter diagram, Karl Pearson’s coefficient of correlation, 

Spearman’s Rank correlation coefficient, Regression Analysis: Meaning and significance, Regression 

vs. Correlation. Linear Regression, Regression lines (X on Y, Y on X) and Standard error of estimate.  

UNIT III  

Analysis of Time Series: Meaning and significance. Utility, Components of time series, Models 

(Additive and Multiplicative), Measurement of trend: Method of least squares, Parabolic trend and 

logarithmic trend.  

UNIT IV 

 Index Numbers: Meaning and significance, problems in construction of index numbers, methods of 

constructing index numbers-weighted and unweighted, Test of adequacy of index numbers, chain 

index numbers, base shifting, splicing and deflating index number.  
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UNIT V    

Probability: Meaning and need. Theorems of addition and multiplication. Conditional probability. 

Bayes’ theorem, Random Variable- discrete and continuous. Probability Distribution: Meaning, 

characteristics (Expectation and variance) of Binomial, Poisson, and Normal distribution. Central limit 

theorem.  

SUGGESTED READINGS:  

TEXT BOOKS  

1. Gupta, S.P. Statistical Methods (34th ed.). New Delhi: Sultan Chand & Sons.  

2. Richard Levin & David Rubin . Statistics for management. New Delhi: Prentice Hall.  

3. Anderson, Sweeny, & Williams. Statistics for Business and Economics. South Western.  

REFERENCES  

1. Navnitham , P.A .( 2004). Business Mathematics and Statistics. Trichy: Jai Publications.  

2. Pillai, R.S.N., & Bagavathi , V. (2002). Statistics . New Delhi: S. Chand & Company Ltd  

3. Srivastava, T N., & Shailaja Rego. (2012). Statistics for Management. New Delhi: Mc Graw Hill    

Education .  

4. Amir, D., Aczel & Jayavel Sounderpandian. (2012). Complete Business Statistics (7th ed.). New 

Delhi: Mc Graw Hill Education. 

 5. Dr. Arora, P.N. (1997). A foundation course statistics. New Delhi: S.chand & Company Ltd. 
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                 KARPAGAM ACADEMY OF HIGHER EDUCATION                 
  (Deemed to be University Established Under Section 3 of UGC Act 1956) 
                       Pollachi Main Road, Eachanari (Post) 
                                      Coimbatore –641 021      

             DEPARTMENT OF MATHEMATICS 

SUBJECT: STATISTICS FOR BUSINESS DECISIONS      SEMESTER I          L   T  P  C       
SUBJECT CODE:17BAU102                                                                                                 5   0   0    5 

 

S.No Lecture 

Duration 

Topic to be covered Support Material 

  UNIT – I  

1 1 Measures of central value-Introduction-

Characteristics of an Ideal measure 

T1:Chap-7;Pg:178-183 

2 1 Continuation of Measures of central value-

Introduction-Characteristics of an Ideal measure 

T1:Chap-7;Pg:183-186 

3 1 Measure of Central Tendency :Mean T1:Chap-7;Pg:186-188 

4 1 Measure of Central Tendency – Median 

problems 

R2:Chap-9;pg:146-150 

5 1 Continuation of Measure of Central Tendency – 

Median problems 

R2:Chap-9;pg:150-156 

6 1 Mode –Problems T1:Chap-7;Pg:211-215 

7 1 Continuation of mode problems  T1:Chap-7;Pg:215-220 

8 1 Harmonic mean  T1:Chap-7;Pg:222-225 

9 1 Continuation of Harmonic mean T1:Chap-7;Pg:226-229 

10 1 Geometric mean  T1:Chap-7;Pg:229-234 

11 1 Continuation of Geometric mean T1:Chap-7;Pg:235 -238 

12 1 Merits, Limitations and suitability of averages. 

Relationship between averages 

R2:Chap-2;Pg:58-59 

13 1 Measures of dispersion- Introduction- Absolute 

& relative measures of dispersion 

T1:Chap-8;Pg:268-271 

14 1 Range, Quartile deviation T1:Chap-8;Pg:271-274 

15 1 Continuation of Range, Quartile deviation T1:Chap-8;Pg:274-277 

16 1 Mean deviation and Standard deviation  T1:Chap-8;Pg:277-282  

17 1 Continuation of Mean deviation and Standard 

deviation 

T1:Chap-8; pg:282-291 

18 1 Coefficient of variation T1:Chap-8;Pg:293-295 

19 1 Coefficient of variation T1:Chap-8;Pg:295-297 

20 1 Skewness ,Moments and Kurtosis R1:Chap-8;Pg:245-253 

21 1 Continuation of Skewness ,Moments and R1:Chap-8; pg:253-259 
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Kurtosis 

22 1 Recapitulation and discussion of possible 

questions. 

 

  Total – 22 Hours  

 

 

 

 

 

 

 T1. Gupta,S.P. Statistical Method(34th e.).New 

Delhi: Sultan Chand & Sons 

R1.Navnitham .P.A .(2004).Business 

Mathematics and statistics.Trichy:Jai 

Publications. 

R2.pillai,R.S.N.,& Bagavathi , 

v.(2002),statistics.New Delhi:S.Chand 

&Company Ltd 

 

 

 

 

  UNIT –II  

           1 1 Correlation Analysis- Introduction, Correlation 

and causation  

T1:Chap-10;Pg:378-381 

 

  2 1 Types of correlation – Scatter diagram T1:Chap-10;pg:381-385 

3 1 Karl Pearson’s coefficient of correlation R1:Chap-11;Pg:318-321 

4 1 Continuation of Karl Pearson’s coefficient of 

correlation 

R1:Chap-11;Pg:322-324 

5 1 Spearman’s rank correlation coefficient R5:Chap-4;Pg:125-128  

6 1 Continuation of Spearman’s rank correlation 

coefficient 

R5:Chap-4;pg:128 - 132 

7 1 Regression Analysis-Introduction T1:Chap-11;Pg:436-437 

8 1 Linear Regression, Regression lines R5:Chap-5;Pg:150-151 

9 1 Properties of Regression lines R5:Chap-4;Pg:152-153 

10 1 Problems on Regression lines  

Standard error of estimate 

 

T1:Chap-11;Pg:442-447 

T1:Chap-11;Pg:438 

11 1 Continuation of Standard error of estimate T1:Chap-11;Pg:453-454 

12 1 Recapitulation and discussion of possible 

questions. 

 

  Total – 12 Hours  
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 T1. Gupta,S.P. Statistical Method(34th e.).New 

Delhi: Sultan Chand & Sons 

R1.Navnitham .P.A .(2004).Business 

Mathematics and statistics.Trichy:Jai 

Publications. 

R5.Dr.Arora ,P.N.(1997).A foundation course 

statistics . New Delhi:S.Chand &Company Ltd. 

 

 

                                     UNIT - III  

1 1 Analysis of Time series- Utility  and Components T1:Chap-14;Pg:590-595 

2 1 Continuation of Analysis of Time series- Utility  

and Components 

T1:Chap-14;Pg:596-599 

3 1 Models(Additive and Multiplicative) R5:Chap-14;Pg:495-496 

4 1 Method of least squares - Problems T1:Chap-14;Pg:613-614 

5 1 Continuation of Problems related to Method of 

least squares 

T1:Chap-14;Pg:614-619 

6 1 Parabolic trend - Problems T1:Chap-14;Pg:619-620 

7 1 Continuation of Problems related to parabolic 

trend 

T1:Chap-14;Pg:620-622 

8 1 Logarithmic trend T1:Chap-14;Pg:622-624 

9 1 Continuation of Logarithmic trend T1:Chap-14;Pg:623-626 

10 1 Recapitulation and discussion of possible 

questions. 

 

                                                        TOTAL – 10 Hours  

 

 

 

 

 T1. Gupta,S.P. Statistical Method(34th e.).New 

Delhi: Sultan Chand & Sons 

R5.Dr.Arora ,P.N.(1997).A foundation course 

statistics . New Delhi:S.Chand &Company Ltd. 

 

 

  UNIT – IV  

1 1 Index number-Introduction-Problems in the 

construction of index number 

R3:Chap-16;Pg:922-924 

2 1 Methods of constructing index number R2:Chap-14;Pg:483-484 

3 1 Un weighted index number - Problems R5:Chap-13;Pg:449-451 

4 1 Continuation of Un weighted index number - 

Problems 

R5:Chap-13;Pg:451-454 

5 1 Weighted index number - Problems R5:Chap-13;Pg:456-458 

6 1 Continuation of Weighted index number - 

Problems 

R5:Chap-13;Pg:458-460 

7 1 Continuation of Problems to Weighted index 

number 

R5:Chap-13;Pg:461-465 

8 1 Test of adequacy of index number T1:Chap-13;Pg:539-542 

9 1 Continuation of Test of adequacy of index T1:Chap-13;Pg:542-545 
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number 

10 1 Base shifting, Splicing and Deflating index 

number  

T1:Chap-13;Pg:545-548 

 

11 1  Deflating index number- Problems T1:Chap-13;Pg:548-551 

12 1 Continuation of  Deflating index number- 

Problems 

T1:Chap-13;Pg:551-553 

13 1 Recapitulation and discussion of possible 

questions. 

 

  Total – 13 hours 

 
 

 

 

 

 T1. Gupta,S.P. Statistical Method(34th e.).New 

Delhi: Sultan Chand & Sons 

R2.pillai,R.S.N.,& Bagavathi , 

v.(2002),statistics.New Delhi:S.Chand 

&Company Ltd 

R3.Srivastava ,T N., & Shailaja Rego 

.(2012).statistics for management .New Delhi:Mc 

Graw Hill Education. 

R5.Dr.Arora ,P.N.(1997).A foundation course 

statistics . New Delhi:S.Chand &Company Ltd. 

 

 

 

  UNIT –V  

1 1 Probability-Introduction-Basic definition and 

problems 

T1:Chap-1-vol-I;Pg:752-

757 

2 1 Continuation of Probability-Introduction-Basic 

definition and problems 

T1:Chap-1-vol-I;Pg:758-

760 

3 1 Theorem of addition and multiplication, 

Conditional Probability and Baye’s theorem 

T1:Chap-1;Pg:761-765  

 

4 1 Continuation of Theorem of addition and 

multiplication, Conditional Probability and 

Baye’s theorem 

T1:Chap-1;pg:765-771  

 

5 1 Random variable: discrete and continuous of 

Probability distribution 

R5:Chap-6;Pg:244-248 

6 1 Continuation of Random variable: discrete and 

continuous of Probability distribution 

R5:Chap-6;Pg:249-254 

7 1 Problems on probability distribution 

Binomial distribution 

R5:Chap-6;Pg:250-256 

8 1 Continuation of Problems on probability 

distribution Binomial distribution 

R2:Chap-18;pg:723-728 

9 1 Problems on poison distribution T1:Chap-1;Pg:817-824 

10 1 Continuation problems of Poisson distribution R5:Chap-6;Pg:271-276 

11 1 Problems on Poisson distribution T1:Chap-1;Pg:831-834 
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Normal distribution R5:Chap-6;pg:285-288 

12 1 Problems on normal distribution R5:Chap-6;Pg:289-294 

13 1 Continuation of Problems on normal 

distribution 

R5:Chap-6;Pg:294-299 

14 1 Central limit theorem. T2:Chap6:pg:319-323 

15 1 Recapitulation and discussion of possible 

questions. 

 

 

16 1 Discussion of previous ESE question papers 

 

 

17 1 Discussion of previous ESE question papers 

 

 

18 1 Discussion of previous ESE question papers 

 

 

  Total -18hours  

 

 

 

 

 T1. Gupta,S.P. Statistical Method(34th e.).New 

Delhi: Sultan Chand & Sons 

T2. Richard Levin & David Rubin. Statistic for 

management, New Delhi: Prentice Hall 

R2.pillai,R.S.N.,& Bagavathi , 

v.(2002),statistics.New Delhi:S.Chand 

&Company Ltd 

R5.Dr.Arora ,P.N.(1997).A foundation course 

statistics . New Delhi:S.Chand &Company Ltd 
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TEXTBOOK: 

T1. Gupta,S.P. Statistical Method(34th e.).New Delhi: Sultan Chand & Sons 

T2. Richard Levin & David Rubin. Statistic for management, New Delhi: Prentice Hall 

T3. Andreson, Sweeny, &Williams. Statistics for Bussines and Economics. South Western. 

REFERENCES: 

R1.Navnitham .P.A .(2004).Business Mathematics and statistics.Trichy:Jai Publications. 

R2.pillai,R.S.N.,& Bagavathi , v.(2002),statistics.New Delhi:S.Chand &Company Ltd 

R3.Srivastava ,T N., & Shailaja Rego .(2012).statistics for management .New Delhi:Mc   

Graw Hill Education. 

R4.Amir , D.,Aczel & Jayavel sounderpandian.(2012).complete Business Statistics (7th 

ed.).New Delhi :Mc Hill Education 

R5.Dr.Arora ,P.N.(1997).A foundation course statistics . New Delhi:S.Chand &Company 

Ltd. 
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            KARPAGAM ACADEMY OF HIGHER EDUCATION                 
       (Deemed to be University Established Under Section 3 of UGC Act 1956)                              

Pollachi Main Road, Eachanari (Post)                                      
                                   Coimbatore –641 021      

              DEPARTMENT OF MATHEMATICS 
 
SUBJECT: STATISTICS FOR BUSINESS DECISIONS        SEMESTER: I                     L  T  P   C 

SUBJECT CODE: 17BAU102                               CLASS:I UG ( BBA)                           5   0   0   5 

UNIT I  

Measures of Central Value: Characteristics of an ideal measure; Measures of 

Central Tendency - mean, median, mode, harmonic mean and geometric mean. 

Merits, Limitations and Suitability of averages. Relationship between averages. 

Measures of Dispersion: Meaning and Significance. Absolute and Relative 

measures of dispersion - Range, Quartile Deviation, Mean Deviation, Standard 

Deviation, Coefficient of Variation, Moments, Skewness, Kurtosis.  

TEXT BOOKS  

1. Gupta, S.P. Statistical Methods (34th ed.). New Delhi: Sultan Chand & Sons.  

REFERENCES  

1. Navnitham , P.A .( 2004). Business Mathematics and Statistics. Trichy: Jai 

Publications.  

2. Pillai, R.S.N., & Bagavathi , V. (2002). Statistics . New Delhi: S. Chand & 

Company Ltd  
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POSSIBLE QUESTIONS(TWO MARKS) 

1. Define standard deviation. 

2. If the values of moments μ2, μ3, μ4 are 2.83, 3.38, 30.295 then calculate the values of  β1  

     and β2. 

3.what is types of averages? 

4. What are the merits of geometric mean?  

 

 POSSIBLE QUESTIONS( EIGHT MARKS ) 

 

1.Calculate the geometric mean for the following data: 

 x : 12 13 14 15 16 17 

 f :   5   4   4   3   2   1 

2.Find the standard deviation of the following distribution: 

 Age  : 20-25        25-30    30-35 35-40         40-45     45-50 

 No of persons:    170          110       80      45            40        35 

3.Find the Geometric mean for the data given below: 

 Marks   Frequency  

   4-8          6   

   8-12         10   

 12-16         18   

 16-20         30   

 20-24         15 

4.Calculate first four moments about the mean from the following data: 

 Marks  :0-10 0-20 20-30 30-40 40-50 50-60 60-70 

 No of students:  8   12   20   30   15   10     5 

 

5.Calculate the value of mode using the grouping table for the following data: 

 Marks       : 10 15 20 25 30 35 40  

 Frequency:   8  12 36 25 28 18   9 
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6.Calculate Karl Pearson’s coefficient of skewness 

 Variable  Frequency  Variable  Frequency 

 70-80          11   30-40          21 

 60-70          22   20-30          11 

 50-60          30   10-20            6 

 40-50          35     0-10            5 

7.Calculate the median from the following data 

 Class group  f  class group  f 

 100-120  6  160-170  60 

 120-130  25  170-180  38 

 130-140  48  180-190  22 

 140-150  72  190-200   3 

 150-160  116 

8.Calculate the mean deviation from the mean for the following data: 

 Size       : 2      4    6 8  10 12 14 16 

 Frequency: 2      2    4 5 3  2  1   1 

9.Calculate the median and mode of the data given below. Using them find arithmetic  

        mean. 

 Marks  : 0-10 10-20 20-30 30-40 40-50 50-60 

 No of students:   8    15    22    20    10     5 

10.From the prices of shares of X and Y below find out which is more stable in value. 

 X 35 54 52 53 56 58 52 50 51 49 

 Y 108 107 105 105 106 107 104 103 104 101 
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            KARPAGAM ACADEMY OF HIGHER EDUCATION                 
  (Deemed to be University Established Under Section 3 of UGC Act 1956) 
                       Pollachi Main Road, Eachanari (Post) 
                                      Coimbatore –641 021      

              DEPARTMENT OF MATHEMATICS 
 
SUBJECT: STATISTICS FOR BUSINESS DECISIONS   SEMESTER I                   L  T  P   C 
 
SUBJECT CODE: 17BAU102                CLASS:I UG(BBA)                                           5   0   0   5 
 

 
UNIT II 

 
 Correlation Analysis: Meaning and significance. Correlation and Causation, 
Types of correlation. Methods of studying simple correlation - Scatter diagram, 
Karl Pearson’s coefficient of correlation, Spearman’s Rank correlation 
coefficient, Regression Analysis: Meaning and significance, Regression vs. 
Correlation. Linear Regression, Regression lines  
(X on Y, Y on X) and Standard error of estimate.  
 

TEXTBOOK: 

 

1. Gupta,S.P. Statistical Method(34th e.).New Delhi: Sultan Chand & Sons 
 

REFERENCES: 

 

1.Navnitham .P.A .(2004).Business Mathematics and statistics.Trichy:Jai 

Publications. 

 

2.Dr.Arora ,P.N.(1997).A foundation course statistics .  

   New Delhi:S.Chand & Company Ltd. 

 
3 .Robert E.stine (2013) Statistics for Business: Decision Making and Analysis :   

Publisher: Pearson Education; 2 edition (2013) 
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                POSSIBLE QUESTIONS ( TWO MARKS ) 

 

1. What are the features of Spearman’s correlation coefficient?  

2. What do you mean by regression equations?  

3. What are the methods of studying correlation?  

4. What are the properties of linear regression?  

 

               POSSIBLE QUESTIONS( EIGHT  MARKS ) 

 

1.Calculate Karl Pearson’s correlation coefficient between the marks in English and  

   Hindi obtained by 10 students: 

 Marks in English :10  25 13 25 22 11 12 25 21 20 

       Marks in Hndi:12  22 16 15 18 18 17 23 24 17 

2.From the following data calculate the regression equations taking deviation of items  

   from the mean of X and Y series: 

 X: 6 2 10 4 8 

 Y: 9 11  5 8 7  

3.Calculate Spearman’s coefficient of correlation between mark assigned to ten students       

     by  judges X and Y in a certain competitive test as shown below: 

 S. No     : 1      2  3  4  5  6  7  8  9 10  

 Marks by  

 Judge X   :52      53 42 60 45 41 37 38 25 27 

 Marks by 

 Judge Y   :65    68 43 38 77 48 35 30 25 50 

 

4.The following data, based on 450 students, are given for marks in statistics and  

    economics at a certain examination: 

 Mean marks in Statistics       40 

 Mean marks in Economics       48 

 S.D of marks in Statistics       12 

 The variance of marks in Economics      256 

 Some of the products of deviation of marks from their respective mean 42075 

 Give the equations of the two lines of regression and estimate the average marks in   

       Economics of candidate who obtained 50 marks in statistics.  
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  5.Explain the types of correlation. 

 

 6.Given the following data: X̅=36, Y̅=85, σx = 11,σy = 8, r = 0.66 

     Find the two regression equations and estimate the value of X when Y=75 

 

7.Distinguish  between Regression and Correlation. 

 

8.The following table gives the age of cars of a certain make and actual maintenance  

         costs. Obtain the regression equation for costs related to age. 

 Age of car(years) 2 4 6 8 

 Maintenance cost 10 20 25 30 

 (Rs. hundred)  

 

9.For the following data calculate the rank correlation coefficient between X and Y. 

 X : 1   2 3 4 5 6 7 8 9 10 11 12 

 Y : 12   9 6 10 3 5 4 7 8 2 11    1 

10.Find two regression equations for the following two series, what is most likely value of  

          Xwhen Y = 20 and most likely value of Y when X = 22. 

 X:35 25 29 31 27 24 33 36 

 Y:23 27 26 21 24 20 29 30 
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1. Secular Trends: Secular trends is also called long – term trend or trend, 

simply. The overall nature of the series is the trend.  The general tendency  

of a series is to increase or decrease over a period of time. Increasing trend  

is observed in population, price, production, literacy, etc. There is 
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decreasing trend in birth rate, death rate, poverty, illiteracy, etc. It is very 

rare to find a time series which neither increases nor decreases. 

 

Mathematically, trend may be 

(i) Linear or 

(ii) Non – linear. 

 

Graphically, linear trend is a straight line. The discussion in this chapter 

is restricted to linear trend. Parabolic trend equation, if necessary, can  be 

formed as explained in ‘Method of Least Squares’. 

 

2. Seasonal Fluctuations. Season is a period which is less than one year. It 

may be a period of 6 months or 4 months or 3 months or 1 months, etc. 

Certain nature is observed in the first season, another nature is observed in a 

season in every year. In other words, the different natures recur year after 

year at the respective seasons. These variation over time are called seasonal 

fluctuations. 
 

The factor which cause seasonal variations are of the following two 

kinds: 
 

(i) Climate and weather conditions. 

(ii) Customs, traditions and habits of the people. 

(iii) Climate and weather condition: Sales of ice – cream, khadi and 

cotton clothes, etc. are more during summer. Sales of umberellas 

are at its peak during rainy season. Production of paddy, wheat,  

etc. is more in a few months and less in other months of a year. 

Climate and weather cause this kind of variations. 

 

iv)  Customs, traditions and habits of the people. Sales of crackers  

and fire works is found to be more during Deepavali every year. 

Cloth shops register very good sales during festival; seasons 

such as Deepavali, Pongal, Ramzan and Chritmas and marriage 

seasons. Post men are very busy in those days in sorting and 

delivering greeting. All these variations in sales, work load, etc. 

         are due to the customs, traditions and habits of the people. 
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fluctuations a nature of the series recurs at an interval of one year. Cyclical 

fluctuations recur at an interval of 3 or more years. The fitting example is 

business cycle. In Economics and Business, there are many times series 

which have certain wave – like movements called business cycles, in one 

period, profits are easily made and are made in plenty also. Prices are high. 

This period is called prosperity. After this (peak) conditions things decline 

instead of improving. High wages, decreasing efficiently, increasing interest 

rate, etc. cause the decline. This is the period of recession. After touching  

the bottom which is called depression the condition improves. The recovery 

from depression leads to prosperity. The four phase of a business cycle, 

namely, (i) prosperity (ii) recession (iii) depression and (iv) recovery recur 

one after another regularly. 

3. Irregular Variations. Variations which no not come under the other three 

components are called irregular variations. The other three components have 

certain regularity. But this is irregular. Fire, floods, earthquakes, wars, lock 

– outs, strikes, etc, cause irregular variations. Sometimes causes as above  

for irregular variations are known. Sometimes causes may not be known.  

For example, there may be very poor sales on a particular day in a leading 

cloth shop on the eve of Deepavali. Cause for such a happening may not be 

known. Irregular variations is called random variation or erratic 

fluctuation. 
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Parabolic Trend Model 

The curvilinear relationship for estimating the value of a dependent 

variable 

y from an independent variable x might take the form 

yˆ = a + bx + cx2.This trend line is called the parabola. 

For a non-linear equation yˆ = a + bx + cx2, the values of constants a, b, 

and c can be determined by solving three normal equations. 

Σy = na + bΣx + cΣx2 

Σxy = aΣx + bΣx2 + cΣx3 

Σx2y = aΣx2 + bΣx3 + cΣx4 

When the data can be coded so that Σx = 0 and Σx3 = 0, two term in the 

above expressions drop out and we have 

Σy = na + cΣx2 

Σxy = bΣx2 

Σx2y = aΣx2 + cΣx4 

To find the exact estimated value of the variable y, the values of constants a, b, 

and c need to be calculated. The values of these constants can be calculated by 

using the following shortest method: 
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Example : The prices of a commodity during 1999-2004 are given below. Fit a 

parabola to these data. Estimate 

the price of the commodity for the year 2005. 
 

Year Price Year Price 

1999 100 2002 140 

2000 107 2003 181 

2001 128 2004 192 

Solution: To fit a parabola yˆ = a + bx + cx2, the calculations to determine 

the values of constants a, b, and c are shown in table 

Calculations for Parabola Trend Line 

Year Time Price x2 x3 x4 xy x2y Trend 
 

 Scale (y)      Values  

(x)        
(yˆ) 

 

 
1999 -2 100 4 -8 16 -200 400 97.72 

 

 2000 -1 107 1 -1 1 -107 107 110.34  

 2001 0 128 0 0 0 0 0 126.68  

 2002 1 140 1 1 1 140 140 146.50  

 2003 2 181 4 8 16 362 724 169.88  

 
2004 3 192 9 27 81 576 1728 196.82 

 

  
3 848 19 27 115 771 3099 847.94 

 

(i) Σy = na- bΣx + cΣx2 

848 = 6a + 3b + 19c 

(ii) Σxy = aΣx + bΣx2 + cΣx3 
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771 = 3a + 19b + 27c 

(iii) Σx2y = aΣx2 + bΣx2 + cΣx4 

3099 = 19a + 27b + 115c 

Eliminating a from eqns. (i) and (ii), we get 

(iv) 694 = 35b + 35c 

Eliminating a from eqns. (ii) and (iii), we get 

(v) 5352 = 280b + 168c 

Solving eqns. (iv) and (v) for b and c we get b =18.04 and c = 1.78. 

Substituting values of b and c in eqn. (i), we get a = 126.68. 

Hence, the required non-linear trend line becomes 

y = 126.68 +18.04x + 1.78x2 

Exponential Trend Model 

When the given values of dependent variable y from approximately a geometric 

progression while the corresponding independent variable x values form an 

arithmetic progression, the relationship between variables x and y is given by an 

exponential function, and the best fitting curve is said to describe the 

exponential trend. Data from the fields of biology, banking, and 

economics frequently exhibit such a trend. For example, growth of bacteria, 

money accumulating at compound interest, sales or earnings over a short period, 

and so on, follow exponential growth. 

The characteristics property of this law is that the rate of growth, that is, the rate 

of change of y with respect to x is proportional to the values of the function. The 

following function has this property. 

y = abcx, a > 0 

The letter b is a fixed constant, usually either 10 or e, where a is a 

constant to be determined from the data. 

To assume that the law of growth will continue is usually unwarranted, so 

only short range predictions can be made with any considerable degree or 

reliability. 

If we take logarithms (with base 10) of both sides of the above equation, we 

obtain 

Log y = log a + (c log b) x (7.2) 

For b =10, log b =1, but for b=e, log b =0.4343 (approx.). In either case, this 

equation is of the form y′ = c + dx 

Where y′ = log y, c = log a, and d = c log b. 
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log b = 

 

Equation (7.2) represents a straight line. A method of fitting an 

exponential 

trend line to a set of observed values of y is to fit a straight trend line to the 

logarithms of the y-values. 

In order to find out the values of constants a and b in the exponential 

function, the two normal equations to be solved are 

Σ log y = n log a + log bΣx 

Σx log y = log aΣx + log bΣx2 

When the data is coded so that Σx = 0, the two normal equations become 

Σ log y = n log a or log a = 

and Σx log y = log b Σx2 or 

Coding is easily done with time-series data by simply designating the 

center 

of the time period as x =0, and have equal number of plus and minus period 

on each side which sum to zero. 

Example : 

The sales (Rs. In million) of a company for the years 1995 to 1999 are: 

Year : 1995 1996 1997 1998 1999 

Sales : 1.6 4.5 13.8 40.2 125.0 

Find the exponential trend for the given data and estimate the sales for 2002. 

 
Solution: 

computational time can be reduced by coding the data. For this consider u = x-3. 

The necessary computations are shown in table 

 
Fitting the Exponential Trend Line 

Year  Time u=x-3 u2 Sales y Log y u log y 

 Period x  

1995 1 -2 4 1.60 0.2041 -0.4082 

1996 2 -1 1 4.50 0.6532 -0.6532 

1997 3 0 0 13.80 1.1390 0 
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1998 4 1 1 40.20 1.6042 1.6042 

1999 5 2 4 125.00 2.0969 4.1938 

  10  5.6983 4.7366 
 

log a Σ log y = (5.6983) = 1.1397 

Therefore log y = log a + (x+3) log b = 1.1397 + 0.4737x 

For sales during 2002, x =3, and we obtain 

log y = 1.1397 + 0.4737 (3) = 2.5608 

y = antilog (2.5608) = 363.80 
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               POSSIBLE QUESTIONS ( TWO MARKS) 

 
1. Define time series. 

2. What are the various methods used in determining trend?  

3. What are the limitations of method of least squares?  

4. What are the merits of method of least squares?  

 

               POSSIBLE QUESTIONS ( EIGHT MARKS) 
 

1.Explain the components of time series. 

 

2.The sales of a company in lakhs of rupee for the years 1990 to 1996 are given below: 

 Year :1990    1991    1992    1993    1994    1995    1996 

 Sales:    32  47  65  88 132  190 275 

 Find trend values by using the equation Yc = abX and estimate the value for 1997 

 

3.Fit a straight line trend by the method of least square to the following data. Assuming  

          that the same rate of change continues what would be the predicted earnings for the  

          year 1989. 

 Year    : 1981        1982 1983 1984 1985 1986 1987 1988 

 Earnings:    38  40    65   72   69    60   87   95 

 (Rs. Lakhs) 

 

4.The following table give the profits of a concern for 5 years ending 1996: 

 Year  : 1992 1993 1994 1995 1996 

 Profits  :   1.6   4.5  13.8 40.2 125.0 

         (in Rs. thousands) 

 Fit an equation of the type Yc = abX.      

 

5.Fit a second degree parabola to the following data and also estimate the value for 1990  

        and give your comments: 

 Year  :           1955 1960 1965 1970 1975 1980 1985 

 Production(‘000 units):   6    8    9   10   12    11     
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6.Below are given the figures of production (in thousand quintal) of a sugar factory. 

 Year  :1985 1987 1988 1989 1990 1991 1994 

 Production(‘000 units):77 88 94 85 91 98 90 

 Fit a straight line by the ‘least squares’ method and tabulate the trend values. 

 

7.Explain the utility of time series. 

 

 

8.The following table relates to the tourist arrivals during 1990 to 1996 in india: 

 Year    :1990    1991    1992    1993    1994    1995    1996 

Tourist arrivals 

    (in millions)  :  18       20       23       25       24       28       30 

 Fit a straight line trend by the method of least squares and estimate the number of  

           tourists  that would arrive in the year 2000. 

 

9.Fit a straight line trend for the following series. Estimate the value for 1997. 

 Year  :      1990 1991 1992 1993 1994 1995 1996  

 Production of Steel:  60   72   75    65    80    85    95 

   (m.tonnes)    

 

10.The following data relate to the number of passenger cars in (million) sold from  

        1992-1999: 

 Year : 1992 1993 1994 1995 1996 1997 1998 1999 

 Number:  6.7   5.3   4.3   6.1   5.6   7.9   5.8   6.1  

 Fit a straight line trend to the data through 1997 only.   
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Test of adequacy: 



  UNIT IV                                                                                  INDEX NUMBERS / 2017 BATCH        

Prepared  by : M.Sangeetha , Department of Mathematics , KAHE                                                  15 of 26 

  

 
 



  UNIT IV                                                                                  INDEX NUMBERS / 2017 BATCH        

Prepared  by : M.Sangeetha , Department of Mathematics , KAHE                                                  16 of 26 

  

 
 



  UNIT IV                                                                                  INDEX NUMBERS / 2017 BATCH        

Prepared  by : M.Sangeetha , Department of Mathematics , KAHE                                                  17 of 26 

  

 

 
 



  UNIT IV                                                                                  INDEX NUMBERS / 2017 BATCH        

Prepared  by : M.Sangeetha , Department of Mathematics , KAHE                                                  18 of 26 

  

 

 
 

 

BASE SHIFTING 

The need for shifting the base may arise either 

(i) when the base period of a given index number series is to be made more 

recent, 



  UNIT IV                                                                                  INDEX NUMBERS / 2017 BATCH        

Prepared  by : M.Sangeetha , Department of Mathematics , KAHE                                                  19 of 26 

  

 

or 

(ii) when two index number series with different base periods are to be 

compared, 

or 

(iii) when there is need for splicing two overlapping index number series. 

Whatever be the reason, the technique of shifting the base is simple: 

New Base Index Number  x 100 

Example 

 
Reconstruct the following indices using 1997 as base: 

 
Year : 1991 1992 1993 1994 1995 1996 1997 1998 

Index : 100 110 130 150 175 180 200 220 

 
Solution: 

Shifting the Base Period 
 
 

 

 

Year 

 
Index Number 

(1991 = 100) 

 

Index Number 

(1997 = 100) 

1991 

1992 

1993 

1994 

1995 

1996 

1997 

1998 

100 

110 

130 

150 

175 

180 

200 

220 

(100/200) x100 = 50.00 

(110/200) x100 = 55.00 

(130/200) x100 = 65.00 

(150/200) x100 = 75.00 

(175/200) x100 = 87.50 

(180/200) x100 = 90.00 

(200/200) x100 = 100.00 

(220/200) x100 = 110.00 
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SPLICING TWO OVERLAPPING INDEX NUMBER SERIES 

Splicing two index number series means reducing two overlapping index 

series with different base periods into a single series either at the base period of 

the old series 

(one with an old base year), or at the base period of the new series (one with a 

recent 

base year). This actually amounts to changing the weights of one series into the 

weights of the other series. 

 
1. Splicing the New Series to Make it Continuous with the Old Series 

Here we reduce the new series into the old series after the base year of the 

former. As 

shown in Table 6.8.2(i), splicing here takes place at the base year (1980) of the 

new 

series. To do this, a ratio of the index for 1980 in the old series (200) to the 

index of 

1980 in the new series (100) is computed and the index for each of the 

following 

years in the new series is multiplied by this ratio. 
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Year 

Price Index 

(1976 = 100) 

(Old Series) 

Price Index 

(1980 = 100) 

(New Series) 

Spliced Index Number 

[New Series x (200/100)] 

1976 

1977 

1978 

1979 

1980 

1981 

1982 

1983 

1984 

100 

120 

146 

172 

200 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

100 

110 

116 

125 

140 

100 

120 

146 

172 

200 

220 

232 

250 

280 

 

 

Splicing the Old Series to Make it Continuous with the New Series 

 

This means reducing the old series into the new series before the base 

period of the 

letter. As shown in Table 6.8.2(ii), splicing here takes place at the base period of 

the 

new series. To do this, a ratio of the index of 1980 of the new series (100) to the 

index 

of 1980 of the old series (200) is computed and the index for each of the 

preceding 

years of the old series are then multiplied by this ratio. 
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Year 

Price Index 

(1976 = 100) 

(Old Series) 

Price Index 

(1980 = 100) 

(New Series) 

Spliced Index Number 

[Old Series x (100/200)] 

1976 

1977 

1978 

1979 

1980 

1981 

1982 

1983 

1984 

100 

120 

146 

172 

200 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

100 

110 

116 

125 

140 

50 

60 

73.50 

86 

100 

110 

116 

125 

140 
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                                Possible questions 

TWO MARKS: 

1. Define deflating.  

2. Define base shifting. 

3. Define Splicing.  

4. Write the characteristics of index numbers?  

 

EIGHT MARKS: 

1.Calculate the weighted price index from the following data: 

 Materials  Unit  Quantity   Price during 

 Required    Required      1973  1977 

         Rs.  Rs. 

Cement  50 kgs  250 kgs     50     80 

 Timber        m3     70 m3    300    400 

         Steel Sheet   Quintals 5 quintals    340    420 

 Bricks   per’000     20,000    120    240 

 

2.Obtain Laspeyre’s price index number and Paasche’s quantity index number from 

    following data: 

   Price (Rs. per unit)             Quantity 

 Item Base year  Current year  Base year Current year 

   1        2    5       20   15 

   2        4    8        4     5 

   3        1    2       10   12 

   4        5             10        5                6 

3.The following table gives the prices and quantities of four commodities A,B,Cand D 

   for the  years 1985 and 1988. Calculate the price index for 1988 and 1985 as base by  

   using Marshall-Edgeworth’s method. Compare this index with Laspeyre’s index  

   number. 

 Commoditiy   1985    1988 

    Price  Qty.  Price  Qty. 

  A    40    10     50      7 

  B    20     5     30      8 
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  C    30     6     40    10 

  D    10     9     20    10 

 

4.The following are the index numbers of prices (1990=100): 

 Year  :1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 

 Index:  100   110   120   200   400   410   400   380   370   340 

 Shift the base from 1990 to 1996 and recast the index numbers. 

 

5.What are the problems in the construction of index numbers 

 

6.It is stated that Marshall-Edgeworth index number is a good approximation to the ideal  index  

number. Verify using the following data: 

 Commoditiy   1994    1995 

    Price  Qty.  Price  Qty. 

  A    2    74     3    82 

  B    5  125     4  140 

                         C                       7                     40                      6                     33 

7.Explain the test of adequacy of index numbers. 

 

8.The index A given was started in 1982 and continued upto 1992 in which year another  index  B 

was started. Splice the index B to index A o that a continuous series of index 

 Year Index A Index B Year Index A Index B 

 1982   100    1991   138  

 1983   110    1992   150    100 

 1984   112    1993     120 

   ---     1994     140 

   ---     1995     130 

   ---     1996     150 
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9.From the following data construct the index number for the year 1992 taking 1991 as  

    Base  

 

by using (i) Arithmetic Mean (ii) Geometric Mean. 

 Item   Price Rs. (1991) Price Rs. (1992) 

    A    6   10 

    B    2     2 

    C    4     6 

    D             10    12 

    E    8    12 

 

10.Construct Fisher’s Ideal Index Number for the following data and show how it satisfies  

      the Time and Factor Reversal Tests. 

 Commodities   1998    1999 

    Qty.  Price  Qty.  Price 

  M    20    12     30    14 

  N    13    14     15    20 

  O    12    10     20    15 

  P      8     6     10     4 

  Q      5     8       5     6 
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                    POSSIBLE QUESTIONS  (TWO MARKS) 

 

1. Define deflating.  

2. Define base shifting. 

3. Define Splicing.  

4. Write the characteristics of index numbers?  

 

                   POSSIBLE QUESTIONS  (EIGHT  MARKS) 

 

1.A  person is known to hit the target in 3 out of 4 shots, whereas another person is  

   known to hit the target in 2 out of 3 shot. Find the probability of the target being hit at  

  all when they both try. 

 

2.Is there any inconsistency in the statement, the mean of binomial distribution is 20 and  

   itstandard deviation 4? If no inconsistency is found what shall be the values of p, q and n. 

 

3.What is the probability of picking a card that was red or black? 

 

4.Three horses A, B and C are in a race. A is twice as likely to win as B and B is as 

    likely to win as C. What are the respective probabilities of winning?  
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5.Find the probability that he value of an item drawn at random from a normal  

   distribution with mean 20 and standard deviation 10 will be between: 

   (a) 10 and 15 (b) -5 and 10  (c) 15 and 25 

 The relevant extract of the area table: 

 0.5  1.0  1.5  2.0  2.5 

 0.1915  0.3413  0.4332  0.4772  0.4938 

 

6.A bag contains 5 white and 3 black balls. Two balls are drawn at random one after the   other    

without replacement. Find the probability that both balls drawn are black. 

 

7.In a town 10 accidents took place in a span of 50 days. Assume that the number of      

   accidents per day follows the Poisson distribution; find the probability that there will be  

   three or more accidents in a day.  

 

8.Find the probability that at most 5 defective bolts will be found in a box of 200 bolts, if  

    it is known that 2 %  of such bolts are expected to be defective.( e - 4 = 0. 0183). 

 

9.12 coins are tossed. What are the probabilities in a single toss for getting,  

i)  9 or more heads 

ii) less than 3 heads 

iii) atleast 8 heads 

 

10.A bag contains 10 white and 6 black balls. 4 balls are successively drawn out ant not  

      replaced. What is the probability that they are alternately of different colours? 

 

11.The incidence of occupational disease in an industry is such that the workmen have a     

      20% chance of suffering from it. What is the probability that out of six workmen, 4 or  

      more will contact the disease? 

 

 

 



Question Option-1 Option-2 Option-3 Option-4 Answer

Which one of the following is a measure of central tendency? Median range variation correlation Median

The total of the values of the items divided by their number of 

items is known as 
 Median  Arithmetic mean  mode  range  Arithmetic mean

In the short-cut method of arithmetic mean, the deviation is 

taken as 
x – A   A – x   (x – A) / c (A – x) / c x – A 

The sum of the deviations of the values from their arithmetic 

mean is
– 1  one two zero zero

The formula for the weighted arithmetic mean is ∑wx / ∑w ∑w / ∑wx ∑x / n  ∑x / ∑f ∑wx / ∑w

Find the Mean of the following values. 5, 15, 20, 10, 40 5 18 41 20 18

Which of the followings represents median? First quartile  Third quartile  Second quartile  Q.D Second quartile 

Which of the measure of central tendency is not affected by 

extreme values?
 Mode        Median sixth deciles Mean Median

Which one of the following is relative measure of dispersion? Range Q.D          S.D coefficient of variation  coefficient of 

Quartile deviation is half of the difference between the ------------

--- quartiles
Q3 and Q1  Q2 and Q1  Q4 and Q1       Q3 and Q2       Q3 and Q1

The coefficient of Quartile deviation is given by (Q3 – Q1)/(Q3+Q1) (Q3 + Q1)/(Q3-Q1) (Q3 – Q1)/(Q3-Q1) (Q3 – Q1) (Q3 – Q1)/(Q3+Q1)

Coefficient of variation is defined as  (AM * 100)/S.D (S.D* 100)/A.M S.D/A.M (1/S.D)*100 (S.D* 100)/A.M

In a symmetrical distribution  A.M =G.M=H.M A.M >H.M >G.M  H.M >G.M >A.M A.M <H.M <G.M A.M =G.M=H.M

If the values of median and mean are 72 and 78 respectively, 

then find the mode.
16 60 70 76 60

If variance is 64, then find S.D. 8 13 14 11 8

Find Mean for the following 3, 4, 5. 4.25 2.25 3 2.28 3

The coefficient of range L-S /L+S  L+S /L-S  L-S  L+S L-S /L+S

Second quartile is also called as  Mode  mean  median  G.M  median

If S.D = 6, then find variance. 6 36 42 12 36

The mean of age of 5 men is 40 years. Three of them are of some 

age and they are excluded. The mean of the remaining two is 25. 

Age of one of the excluded person in years is: 

20 25 40 50 50

If the mean of 50 observations is 50 and one observation 94 is 

wrongly recorded there as 49 then correct mean will be
49.1 50 50.9 58 50.9

Median is  Average point Midpoint Most likely point Most remote point Midpoint

Mode is the value which  Is a mid point   Occur the most Average of all Most remote Likely Occur the most

. ……………. Is known as positional average  Median   Mean Mode Range Median  
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Question Option-1 Option-2 Option-3 Option-4 Answer

The median of marks 55, 60, 50, 40, 57, 45, 58, 65, 57, 48 of 10 

students is
55 57 52.5 56 56

In a group of 150 observations the arithmetic mean is 60 and 

arithmetic mean of first 100 observations of the group is 50. 

Then arithmetic mean of the remaining observations of the group 

is

80 60 50 70 80

The middle most value of a frequency distribution table is 

known as
Mean Median Mode Range. Median

Quartiles are values dividing a given set of data into….. equal 

parts 
4 6 3 2 4

The median value for the series 3, 5, 5, 2, 6, 2, 9, 5, 8, 6 is …  6 5 5.5 6.5 5

The mode for the series 3, 5, 6, 2, 6, 2, 9, 5, 8, 6 is  5 6 5.5 6.5 6

The Arithmetic mean for the series 51.6, 50.3, 48.9, 48.7, 48.5 

is………. 
49.8 50 48.9 49.6 49.8

The Median for the series 51.6, 50.3, 48.9, 48.7, 49.5, 

is………… 
49.8 50 48.9 49.6 49.6

The Arithmetic mean for the series 51.6, 50.3, 48.9, 48.7, 49.5 

is………….. 
49.8 50 48.9 49.6 48.9

The Mode for the series 51.6, 50.3, 48.9, 48.7, 49.5 is………….  49.8 50 48.9 49.6 48.9

 Mathematical ……………..is a positional average Mean median  mode  Standard deviation   median 

The sum of deviations taken from arithmetic mean is 

……………
minimum zero  maximum   one  zero 

The value of the variable which occurs most frequently in a 

distribution is called ….
Mean   median  mode          Standard deviation  mode   

The formula of bimodal series is …………….. Mode=2Median-3Mean   
 Mode= 3Median-

2Mean 

Mode= Median-

Mean
Mode= Median-2Mean

 Mode=3Median-

2Mean 

Deciles are the values dividing a given set of observations into  10 5 6 4 10

Percentiles divides a set of observations into  100 80 60 10 100

The middle most value of a frequency distribution table is 

known as 
Mean  Median Mode Range Median

Which of the following measures of averages divide the 

observation into two parts 
Mean  Median Mode Range Median

Which of the following measures of averages divide the 

observation into four equal parts 
Mean  Median Mode Quartile Quartile

The first quarter is known as  Lower quarter  Middle quarter Upper quarter Median Lower quarter 

The third quarter is known as  Lower quarter  Middle quarter Upper quarter Mode Upper quarter

Arithmetic mean of the series 1, 3, 5, 7, 9 is  5 6 5.5 6.5 5

Arithmetic mean of the series 3, 4, 5, 6, 7 is ………  5.5 6 5 6.5 5

The Arithmetic mean for the series 3, 5, 5, 2, 6, 2, 9, 5, 8, 6, 

is……………. 
5 6 5.5 6.5 5

Extreme values in a series affects the ……………………. Mean    median  mode Standard deviation   Mean  

Dispersion is also known as……….. Scatter not scatter  line  nor line  Scatter



Question Option-1 Option-2 Option-3 Option-4 Answer

The simple Range is ………….. R=L*S      R=L+S R=L/S R=L-S    R=L-S  

The coefficient of variation is …………. 100x 100x Mean x  100x

Variance cannot be ………….. positive  negative zero one  negative

If A.M = 8, N=12, then find ∑X.  76 80 86 96 96

If the value of mode and mean is 60 and 66 then, find the value 

of median.
64 46 54 44 64

The formula for median for continuous series is   M  = (N+1) / 2
 M = L + [ (N/2 + cf) / 

f ] * i
M =L - (N/2+cf)/f* i

 M = L + [ (N/2 - cf) / f 

] * i

 M = L + [ (N/2 - cf) / 

f ] * i

The formula for Q1 for continuous series is  L + [ (N/4 - cf) / f ] * i L +(N/2+cf)/f* I   L - (N/2-cf)/f*i
 L + [ (N/2 + cf) / f ] * 

i

 L + [ (N/4 - cf) / f ] * 

i

The formula for Q3 for continuous series is   L +(N/2-cf)/f* i
L + [ (3N/2 - cf) / f ] * 

i
 L - (3N/2-cf)/f*i N/2 - cf 

L + [ (3N/2 - cf) / f ] 

* i

 If standard deviation is 5, then the variance is  5 625 25 2.23068 25

Standard deviation is also called as
Root mean square 

deviation
mean square deviation Root deviation

 Root median square 

deviation

Root mean square 

deviation

Measures of central tendency is also known as  Dispersion averages correlation tendency correlation

Q1 = 40, Q3 = 60 then coefficient of Q.D is  0.3 0.4 0.2 0.1 0.4

From the given data 35,40,43,32,27 the coefficient of range is 23 0.23 13 0.13 13

Sum of square of the deviations about mean is   Maximum   one     zero Minimum  Minimum 

Median is the value of  -------------- item when all the items are 

in order of magnitude.
First second  Middle most  last  Middle most 

Find the Median of the following data 160, 180, 175, 179, 164, 

178, 171, 164, 176.
160 175 176 180 175

The position of the median for an individual series is taken as (N + 1) / 2     (N + 2) / 2     N/2 N/4 (N + 1) / 2    

Mode is the value, which has 
 Average frequency 

density
 less frequency density

 greatest frequency 

density
graetest frequency 

 greatest frequency 

density

A frequency distribution having two modes is said to be  unimodal   bimodal   trimodal   modal   bimodal 

Mode has --------------- stable than mean.  less more same most  less

Which of the following is not a measure of dispersion? Range      quartile deviation standard deviation median median

Which one of the following shows the relation between variance 

and standard deviation?
var = square root  of  S.D

S.D = square root of 

variance
variance = S.D variance / S.D = 1

S.D = square root of 

variance

Range of the given values is given by L- S L+S S+L LS L- S



Question Option-1 Option-2 Option-3 Option-4 Answer

Coefficient of correlation value lies between  1 and –1         0 and 1      0 and ∞       0 and –1.  1 and –1   

While drawing a scatter diagram if all points appear to form a straight line 

getting Downward from left to right, then it is inferred that there is

Perfect positive 

correlation

   simple positive 

correlation

 Perfect negative 

correlation
  no correlation

 Perfect negative 

correlation

The range of the rank correlation coefficient is 0 to 1            –1 to 1          0 to ∞  – ∞ to ∞   –1 to 1     

 If r =1, then the angle between two lines of regression is  Zero degree   sixty degree        ninety degree  thirty degree        ninety degree

Regression coefficient is independent of Origin   scale 
 both origin and 

scale 

 neither origin nor 

scale.
Origin 

If the correlation coefficient between two variables X and Y is negative, then the 

Regression coefficient of Y on X is
 Positive  negative   not certain  zero  negative 

If the correlation coefficient between two variables X and Y is positive, then the 

Regression coefficient of X on Y is
 Positive  negative   not certain  zero  Positive 

There will be only one regression line in case of two variables if r =0  r = +1  r = –1  r is either +1 or –1 r =0

The regression line cut each other at the point of  Average of X only  Average of Y only Average of X and Y the median of X on Y Average of X and Y 

If bxy and byx represent regression coefficients and if byx > 1 then bxy is Less than one  greater than one  equal to one equal to zero Less than one

Which one of the following refers the term Correlation?

 Relationship 

between two 

values 

Relationship between 

two variables

Average relationship 

between two 

variables     

Relationship between 

two things

Relationship between 

two variables

If r = +1, then the relationship between the given two variables is perfectly positive    perfectly negative   no correlation high positive perfectly positive    

If r =  1, then the relationship between the given two variables is perfectly positive    perfectly negative   no correlation low Positive perfectly negative   

If r = 0, then the relationship between the given two variables is Perfectly positive    perfectly negative   no correlation
both positive and 

negative 
no correlation

 If x and y are independent variables then,  cov(x,y)≠ 0       cov(x,y)= 1   cov(x,y)= 0    cov(x,y) >1    cov(x,y)= 0    

Correlation coefficient is the  of the two regression coefficients. Mode     Geometric mean  Arithmetic mean  median  Geometric mean 

 bxy  = 0.4, byx = 0.9 then r = 0.6 0.3 0.1 0.6 0.6

 bxy=1/5, r=8/15, sx = 5 then  sy= 40/13 13/40 40/3 3 40/3

The geometric mean of the two regression coefficients.
Correlation 

coefficient 
 regression coefficients coefficient of range  coefficient of variation

Correlation 

coefficient 

If two variables are uncorrelated, then the lines of regression  Do not exist    coincide
 Parallel to each 

other 

 perpendicular to each 

other

 perpendicular to 

each other

If the given two variables are correlated perfectly negative, then  r = +1                     r = 1               r = 0     r ≠ +1       r = 1              
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Question Option-1 Option-2 Option-3 Option-4 Answer

If the given two variables have no correlation, then  r = +1                     r = 1               r = 0     r ≠ +1     r = 0    

If the correlation coefficient between two variables X and Y is , the 

Regression coefficient of Y on X is positive
 Negative  positive  not certain  zero  positive 

If the correlation coefficient between two variables X and Y is , the 

Regression coefficient of Y on X is negative
 Negative  positive  not certain  zero  Negative 

 The regression line cut each other at the point of  Average of X only  Average of Y only Average of X and Y the median of X on Y Average of X and Y 

Given the coefficient of correlation being 0.8, the coefficient of determination 

will be
0.98 0.64 0.66 0.54 0.64

Given the coefficient of correlation being 0.9, the coefficient of determination 

will be
0.98 0.81 0.66 0.54 0.81

If the coefficient of determination being 0.49, what is the coefficient of 

correlation 
0.7 0.8 0.9 0.6 0.7

Given the coefficient of determination being 0.36, the coefficient of correlation 

will be
0.3 0.4 0.6 0.5 0.6

Maximum value of correlation is 2 1.5 1 0 1

Correlation between income and demand is Negative positive zero none of the above positive

Minimum value of correlation is 2 1.5 1 0 1

Which is a method of measuring correlation?
Graphic 

correlation
scatter diagrams

both Graphic 

correlation and 

scatter diagrams 

Either graphic 

correlation or scatter 

diagrams

both Graphic 

correlation and 

scatter diagrams 

If there exists any relation between the sets of variables, it is called regression skewness correlation quartile correlation

Rank correlation was discovered by R.A.Fisher Sir Francis Galton   Karl Pearson   Spearman Spearman

Formula for Rank correlation is 
 1    (  6Σd2  /( 

n(n21)))                             

 1    (  6Σd2  /( 

n(n2+1)))                             

 1+    (  6Σd2  /( 

n(n2+1)))                             
 1 /( n(n21))                             

 1    (  6Σd2  /( n(n2

1)))                             

With bxy=0.5, r = 0.8 and the variance of Y=16, the standard deviation of X= 6.4 2.5 10 25.6 2.5

The coefficient of correlation r = (bxy. byx)
1/4 (bxy .byx)

1/2  (bxy .byx)
1/3  (bxy. byx)

1/2  (bxy. byx)
1/2 

If two regression coefficients are positive then the coefficient of correlation must 

be 
 Zero  negative  positive one  positive

 If tworegression coefficients are negative then the coefficient of correlation 

must be
Positive  negative  zero one Positive

The regression equation of X on Y is  X = a + bY X = a + bX  X= a  bY Y= a + bX  X = a + bY

The regression equation of Y on X is  X = a + bY X = a + bX  X= a  bY Y= a + bX Y= a + bX

The given two variables are perfectly positive, if  r = +1     r = 1     r = 0     r ≠ +1     r = +1    

The relationship between two variables by plotting the values on a chart, known 

as  

coefficient of 

correlation
 Scatter diagram  Correlogram  rank correlation  Scatter diagram 

  is independent of origin and scale.
 Correlation 

coefficient 
 regression coefficients coefficient of range  coefficient of variation

 Correlation 

coefficient 

The angle between two lines of regression is ninety degree, if  r = 2       r = 0 r  =  1 r =  1 r  =  1

 is used to measure closeness of relationship between variables. Regression             mean Rank correlation correlation correlation

If r is either +1 or –1, then there will be only one  line in case of two 

variables 
Correlation  regression  rank correlation  mean  regression



Question Option-1 Option-2 Option-3 Option-4 Answer

When bxy=0.85 and byx= 0.89, then correlation coefficient r = 0.98 0.5 0.68 0.87 0.87

 If bxy and byx represent regression coefficients and if bxy < 1, then byx is  less than 1 greater than one equal to one equal to zero greater than one

While drawing a scatter diagram if all points appear to form a straight line 

getting

 Downward from left to right, then it is inferred that there is 

Perfect positive 

correlation

   simple positive 

correlation

 Perfect negative 

correlation   no correlation

 Perfect negative 

correlation

 If r =1, the angle between two lines of regression is  Zero degree   sixty degree        ninety degree  thirty degree        ninety degree

 Regression coefficient is independent of Origin   scale 

 both origin and 

scale 

 neither origin nor 

scale. Origin 

There will be only one regression line in case of two variables if r =0  r = +1  r = –1  r is either +1 or –1 r =0

Which of the following measurement scales is required for the valid calculation 

of Karl Pearson’s correlation coefficient?
ordial interval ratio nomial interval

which of the following is the highest range of r? 0 and 1   1 and 1   1 and 0 1 and 2   1 and 1

Given the following details, find the value of σY, r = 0.6, Cov(X,Y) = 12, σX = 5 4 5 6 9 4

What will be the range of r when we find that the dependent variable increases as 

the independent variable increases?
0 to 0.005 1 to 2 0.1 to 1 0.05 to 1 0.1 to 1

When the two regression lines coincide, then r is 0 1 1 2 1

Which one of the following refers the term Correlation? 0 1 1 2 2



Question Option-1 Option-2 Option-3 Option-4 Answer

A ------- is an arrangement of statistical data in a chronological order. time series data forecasting index number time series

Time series helps in ----------. forecasting evaluation comparison  all the above all the above

There are ------- types of components of a time series. 3 4 2 5 4

The ------------ model assumes that the observed value is the sum of 

four component of time series
multiplicative secular additive cyclical additive

The ---------- model assumes that the observed value is obtained by 

multiplying the trend by the rates of three other components
multiplicative secular additive cyclical multiplicative

Seasonal variations repeat during a period of----- years. 5 1 7 3 1

The most important factor causing seasonal variations is-----
depression in 

business 
growth of population 

weather and social 

customs
none of these

weather and social 

customs

If the trend is absent, the seasonal indices are known by--------
ratio to trend 

method

simple average 

method

ratio to moving 

average method
none of these simple average method

The trend can be found by the method of least squares if the -------- trend is not clear the trend is linear trend is not linear none of these trend is not linear

The trend is linear if ---------
rate of growth is 

positive

growth rate is 

constant
growth is not constant none of these\ growth rate is constant

The most widely used method of measuring seasonal variations is -------

--

ratio to trend 

method
link relative

ratio to moving 

average
none of these ratio to moving average

The ----------------may be used either to fit a straight line trend or a 

parabolic trend.
graphic method

method of least 

squares
semi average method

moving average 

method
method of least squares

Whenever we fit any straight line trend by the least squares 

method,which things should be specified?

which year was 

selected as the 

origin?

what is the unit of 

time represented by 

X?

In what kind of units 

is Y being measured?
all the above all the above

The simplest example of the --------- is the second degree parabola. linear trend secular trend non-linear trend none of the above non-linear trend

In second deree parabola when time origin is taken between two 

middle years ∑X would be --------.     
1 2 3 0 0

Trends may also be plotted on a semi-loarithmic chart in the form of a---

----
straight line non-linear curve either a or b none of these either a or b

How many types of trend are usually computed by logarithms? 1 2 3 4 2

The types of trend usually computed by logarithms are ---------- exponential tends growth curves both a and b none of these both a and b

A ----------- variations repeat during a period of 1 year. seasonal secular cyclical irregular seasonal
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Question Option-1 Option-2 Option-3 Option-4 Answer

The------ helps in forescating,evaluation and comparison. time series data correlation index number time series

The trend is ----------- if growth rate is constant. non-linear linear clear none of these linear

The most important factor causing -------- variations is weather and 

social customs.
seasonal secular cyclical irregular seasonal

The simplest example of the non-linear trend is the second degree -------

-
ellipse parabola hyperbola circle parabola



Question Option-1 Option-2 Option-3 Option-4 Answer

Index numbers are special type of  averages   percentages   economic activity   time series time series

The base period should not be too distant from  the  current   past   future    arbitrary current   

A good index number is one that satisfies unit test        time reversal test      factor test and circular 

test                

all the above all the above

 help to calculate the  real wages Index numbers     averages   time series     trend Index numbers     

The best average to calculate index number is  A.M      G.M       H.M       both A.M and G.M G.M       

Current year quantity is used in  simple A.M method  Kelly’s method   Laspeyre’s method    Fisher’s method   Fisher’s method

Laspeyre’s index   is based on   Base year quartiles      Current year quartiles      Both of them      Average of current 

and  base year

  Base year quartiles    

 Time Reversal test is satisfied by   Laspeyre’s method            Paasche’s method   Fisher’s method              Bow ley’s method   Fisher’s method              

If the price of a commodity is Rs.80 in the base year and Rs.72 in the 

current year, the Price index number is

8 90 111.11 110 90

In Laspeyre’s  index number, importance is given to the quantity of



         current year      base year        future year       arbitrary year base year       

 The current year quantities are taken as weights in Bow ley’s formula       Laspeyre’s formula    Paasche’s formula        Fisher’s formula Paasche’s formula        

Time reversal  test condition is          P01 xP10 = 0        P01  xP10 < 1        P01 xP10  = 1        P01 xP10  > 1 P01 xP10  = 1        

Paasche’s index number is generally expected to have      an upward bias                               a downward bias     either upward or 

downward bias      

 no bias      an upward bias                              

The formula for unweighted averages of relatives’ method by using 

A.M.,

       å log P/N        åP/N       N/åP      åP/ log N åP/N       

Fisher’s ideal index is arithmetic mean of 

Laspeyre’s and 

Paasche’s index

geometric mean of 

Laspeyre’s and 

Paasche’s index

median of Lasoeyre’s 

and Paasche’s index 

all of the above geometric mean of 

Laspeyre’s and 

Paasche’s index

If åp0 is 3100 and åp1   is 4700 then P01 = 151 150 151.61 125.2 151.61

         P = √P01 
L  x P01

P    is    Laspeyre’s formula     Paasche’s  formula     Fisher’s formula  both  a) and b)    Fisher’s formula  

Family budget method is a method to calculate  price index. consumer Laspeyre’s Paasche’s Fisher consumer

The best average in the construction of index number is median geometric mean arithmetic mean mode geometric mean

Commodities which show considerable price fluctuation could be best 

measured by a
value index price index quantity index quality index quantity index

The circular test is an extension of the factor reversal test time reversal test ttest ftest time reversal test

Most frequently used index number formulae are weighted fixed weighted un weighted fixed un weighted weighted

Laspeyre’s index is based on base year quantities current year quantities base year qualities current year qualities base year quantities
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Question Option-1 Option-2 Option-3 Option-4 Answer

 index number uses the geometric mean of the base year and 

current year quantities as weights.
Kelly’s Walsch’s Fisher’s price MarshallEdgeworth’s Walsch’s

 is the sum of the values of a given year divided by the sum of the 

values of the base year.
Value index Laspeayre’s index Paasche’s index Fisher ideal index Value index

Formula for price relative or price index number of a commodity P is



(p1 / p0) *100     (p1 / q0) *100      (q1 / p1) *100      (p1 / q1) *100      (p1 / p0) *100     

 Fisher’s formula is called  index number formula Ideal    economic   special    commercial Ideal    

Factor reversal test is satisfied by Laspeyre’s method   Paasche’s method  Fisher’s method  both  a) and b) Fisher’s method  

The year for which index number is calculated is called year. current       base         average       calculated current       

Notation of price of a commodity in the current year is p1         p0           q0           q1 p1        

 are the pulse of an economy Time series       Mean         Mode       Index number Index number 

Purchasing power =  100/Price index   Price index /100 Money wage/Price 

index *100          

Price index *100  100/Price index   

Notation of price of a commodity in the base year is p1         p0           q0           q1 p0       

Notation of quantity of a commodity in the current year is         p1         p0           q0           q1 q1

If the price of a commodity is Rs.40 in the base year and Rs.50 in the 

current year, the Price has increased by

25% 10% 125% 35% 25%

By circular test   P01 x P12   x P20  = 1    P12   x P20  = 1        P01 x P12   = 1              P01 x P12   x P20  = 0   P01 x P12   x P20  = 1   

Link relative is a price or quantity relative with the condition that 

 is the preceding year.

current year base year arbitrary  year     previous year base year 

Cost of living index number is also known as  Consumer price  Consumer price index 

number    

Consumer price index 

number 

price index number Consumer price index 

number 

In Factor reversal test P01  gives the relative change in  price quantity both neither price nor 

quantity

price 

In Factor reversal test Q01  gives the relative change in   price quantity  both  neither price nor 

quantity

quantity 

   satisfies the Kelly’s test. Time reversal test            Factor reversal test  Fisher’s test                 both a   and    b Time reversal test            

Fisher’s index satisfy  Time reversal test            Factor reversal test   Fisher’s test                both a   and    b both a   and    b

In Factor reversal test P01  x Q01  gives the relative change in  price multiplied by 

quantity 

 quantity  both  price price multiplied by 

quantity 

Index number are expressed in  ratio  percentage fraction mean percentage

Paasche index is based on base year quantities current year quantities base year qualities current year qualities current year quantities

The  are special type of time series. forecasting evaluation comparison  index numbers Index numbers     



Question Option-1 Option-2 Option-3 Option-4 Answer

If binomial distribution  is symmetrical if p=q=? 1 0.4 0 0.5 0.5
Binomial distribution is positively skewed if p>0.5 p<0.5 p=0.5 p = 0 p<0.5
Binomial distribution is negatively skewed if p = 0 p<0.5 p=0.5       p>0.5 p>0.5
The  probability of   drawing diamond and  a heart  card   from a pack of 

52 cards is  13/102             (1/4)  2/13    (7/16)  13/102             
The  probability of   drawing king and queen   card   from a pack of 52 

cards is 13/102 (1/4) (2/13) 8/663 8/663
The probability of drawing a card of King from a pack of cards is (1/4)   1/11  1/12   1/13  1/13 
 In the  case of poisson distribution , if the mean is 4, the standard 

deviation is , 16 4 2 1 2
For a poisson distribution mean < Variance   mean = Variance mean > Variance mean < Variance mean = Variance 
In coin, the probability of getting head is    (1/2) (1/3) 2 0 (1/2)
The probability that a leap year selected at random contain 53 Sundays 

is (1/7) (2/7) (3/7) (1/53) (2/7)
The  probability of   drawing king and queen   card   from a pack of 52 

cards is 13/102 (1/4) (2/13) 8/663 8/663

Two coins are tossed five times, find the probability of getting an even 

number of heads 
0.25 1 0.4 0.25 0.25

Mean of a Binomial distribution is 24, Standard deviation = 4, n, p, q 

respectively are : 
72, 1/3, 2/3    60, 1/3, 2/3  87, ¼, 3/4  90, 1/5, 4/5 72, 1/3, 2/3    

1 out of 10 electrical switches inspected are likely to be defective. The 

mean and standard deviation of 900 electrical switches inspected are
90, 9 81, 9  88, 10 91, 11 81, 9  

If the mean of a Poisson distribution’s 4, find S.D. 0.25 2 3.25 4 4
If the mean of a binomial distribution is 5 and standard deviation 2 find 

the number of items in the distribution 
20 25 16 9 25

In a binomial distribution mean and mode are equal only when P=0.5   p=0.9 q=0.1 all the situations P=0.5   
The variance of a binomial distribution is measured by  np  np(1 – p) Pq Nq np(1 – p)
The mean of binomial distribution is measured by  np  npq Pq Nq  np  

What is the chance of getting a king in a draw from a pack of 52 cards? 1/52 1/12 1/13 1/14 1/52

The probability of drawing a card of King from a pack of cards is (1/4)   1/11  1/12   1/13  1/13 
 In the  case of poisson distribution , if the mean is 4, the standard 

deviation is , 16 4 2 1 2
For a poisson distribution mean < Variance   mean = Variance mean > Variance mean < Variance mean = Variance 
In coin, the probability of getting head is    (1/2) (1/3) 2 0 (1/2)
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Question Option-1 Option-2 Option-3 Option-4 Answer
The probability that a leap year selected at random contain 53 Sundays 

is (1/7) (2/7) (3/7) (1/53) (2/7)

The square of the S.D is   variance coefficient  of variation     square of variance 

square of  coefficient 

of variation variance 
A bag contains 7 red and 8 black balls. The probability of drawing a red 

ball is  7/15                 8/15   1/15 14/15   1/15
For Binomial  distribution ,mean is npq n p np np
The probability of drawing a card of  clubs  from a pack of 52 cards is (1/52) (1/3)   ¼  1/13  1/13
The probability of drawing an ace  or queen  card   from a pack of 52 

cards is  1/13           1/4    2/13  1/52  1/13          
The total probability is 0.5 2 1 0 1

Two cards are drawn from a pack of 52 cards. Find the probability that 

both are red cards.
26C2 52C4 52C2 26C3 26C2

Which of the following is true for a Poisson distribution Mean > Variance Mean < Variance Mean = Variance Mean = SD Mean = Variance
The mean of Binomial distribution is measured by  np  npq  pq  nq.  np
Two coins are tossed simultaneously. What is the probability of getting 

a head and a tail?
1/4  4/4  2/4 ¾ 1/4

Which of the following is true for a binomial distribution Mean > Variance Mean < Variance Mean = Variance Mean = SD Mean < Variance
One card is drawn at random from a well-shuffled pack of 52 cards. 

What is the probability that it will be a diamond ?
 1/13  1/4  1/52  1/15  1/13

The square of the S.D is   variance coefficient  of variation     square of variance 

square of  coefficient 

of variation variance 
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