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COURSE OBJECTIVES:
To make the students

1. To understand the scientific approaches to decision-making through mathematical
modeling and solving linear programming models.

2. To use variables for formulating complex mathematical models in management
science, industrial engineering and transportation science.

3. To know the advanced methods for large-scale transportation, assignment problems
and inventory models.

4. To formulate and solve problems as networks and graphs

5. To recognise the mathematical and computational modeling of real decision-making
problems,

COURSE OUTCOMES :
Learners should be able to

1. Understand the principles and techniques of Operations Research and their
applications in decision-making.

2. Realize and apply mathematical techniques for shortest path, maximum flow,
minimal spanning tree, critical path, minimum cost flow, and transshipment
problems.

3. Formulate linear programming (LP) models and understand the cost minimization and
profit maximization concepts.

4. Select the best strategy on the basis of decision criteria under the uncertainty.

5. Demonstrate capabilities of problem-solving, critical thinking, and communication
skills.

UNIT |

Operations Research and Linear Programming

Concepts and Scope of Operations Research (OR) — Phases of OR study — Models in OR —
Advantages and limitations of OR — Role of computers in OR- Formulating Linear programming
models, graphical solution of linear programming models, the simplex method-outline, and
computing procedure, use of artificial variables, Big M- method and Two phase method.
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UNIT 11

Transportation Problems

Transportation Problems (TP) — Initial basic feasible solution to Transportation Cost — Northwest
corner rule, Least cost method — Vogel's approximation method, Optimal solution using
Modified Distribution (MODI) method, Degeneracy in TP, Unbalanced TP, Alternative optimal
solutions, Maximization in TP — Assignment Problems — Hungarian method of solving
assignment problem, Multiple optimum solutions, Maximisation in Assignment Problems,
Unbalanced Assignment Problems, Restrictions in Assignment Problems.

UNIT 111

Network Analysis

Network Analysis — Construction of networks, Components and Precedence relationships —
Event — activities — rules of network construction, errors and dummies in network. PERT/CPM
networks —project scheduling with uncertain activity times — Critical Path Analysis — Forward
Pass method, Backward Pass method — Float (or slack) of an activity and event —Time — cost
trade-offs — crashing activity times.

UNIT IV

Inventory Models

Inventory models — Economic order quantity models — Quantity discount models — Stochastic
inventory models — Multi product models — Inventory control models in practice - Queueing
models — Queueing systems and structures — Notation parameter — Single server and multi server
models — Poisson input — Exponential service — Constant rate service — Infinite population.

UNIT V

Decision Models

Decision models — Anatomy of Decision Theory - Decision Models: Probabilistic Decision
Models: Maximum Likelihood Rule- Expected Payoff Criterion- Competitive Decision Models:
Maximin, Minimax, Savage, Hurwicz, Laplace Decision Models, Game theory — Two person
zero sum games — Graphical solution- Algebraic solution— Linear Programming solution —
Replacement models — Models based on service life — Economic life— Single / Multi variable
search technique — Dynamic Programming. Simulation techniques: Introduction — Types of
simulation- Monte Carlo Simulation

SUGGESTED READINGS:

1. Frederick S. Hillier , Gerald J. Lieberman , Bodhibrata Nag , Preetam Basu (2017),
Introduction to Operations Research, 10th edition, McGraw Hill Education, New Delhi.

2. J.K. Sharma(2017). Operations Research - Theory and Applications., 6th edition, Laxmi
Publications, New Delhi.

3. G. Srinivasan (2017) , Operations Research: Principles and Applications, PHI, New Delhi
4. Taha (2014), Operations Research: An Introduction, 9th edition, Pearson education, New
Delhi.

5. PK Gupta, D.S Hira (1976), Operations Research, S Chand Publishing, New Delhi.
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UNIT-I
SYLLABUS

Concepts and Scope of Operations Research (OR) — Phases of OR study — Models in OR — Advantages
and limitations of OR — Role of computers in OR- Formulating Linear programming models, graphical
solution of linear programming models, the simplex method-outline, and computing procedure, use of
artificial variables, Big M- method and Two phase method.
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UNIT-I

LINEAR PROGRAMMING MODELS
CONCEPT

Linear programming (LP also called linear optimization) is a method to
achieve the best outcome (such as maximum profit or lowest cost) in a
mathematical model whose requirements are represented by linear
relationships. Linear programmingis a special case of mathematical
programming (mathematical optimization).

APPLICATIONS

1. Linear programming techniques are used in many industrial and
economic problems such as planning, production, transportation, airlines
railways, textiles industries, chemical industries, steel industries, food
processing and other issues.
2. Linear programming is heavily used in microeconomics and company
management.
3. The modern management issues are ever-changing, most companies
would like to maximize profits or minimize costs with limited resources.
Therefore, many issues can be characterized as linear programming problems.
4. Designing the layout of a factory for efficient flow of materials.
5. Managing the flow of raw materials and products in a supply chain based
on uncertain demand for the finished products.
6. (a) Investment.
(b) Production planning and inventory control.
(c) Manpower planning.
(d) Urban development planning.
(e) Oil refining and blending.
Each model is detailed, and its optimum solution is interpreted.
7. Real life application-Optimization of heart valve production-Biological heart valves in
different sizes are bioprostheses manufactured from porcine hearts for human implantation.

TECHNICAL TERMS

Linear-The term ‘Linear’ is used to describe the proportionate relationship of two or more
variables in a model.

Programming-The word, ‘programming’ is used to specify a sort of planning that involves the
economic allocation of limited resources by adopting a particular course of action.

Linear Programming -Linear Programming is a mathematical technique for optimum allocation
of limited or scarce resources, such as labour, material, machine, money energy etc.
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Decision Variables-The variables whose values determine the solution of a problem are called
decision variables.

Objective Function- A linear programming problem may be defined as the problem of
maximizing or minimizing a linear function subject to system of linear constraints.

Constraints- A system of linear inequalities.

Feasible region-A region in which all the constraints are satisfied simultaneously is called a
feasible.

Feasible solution-Any solution to a LPP which satisfied the non-negative restrictions of the LPP
is called is feasible solution.

Optimal solution- Any feasible solution which optimizes the objective function is called its
optimal solution.

Basic solution-given a system of m linear equation with n variable ,any solution which is
obtained by solving for m variables keeping the remaining n-m variable are called a basic
solution.

Corner Point- A vertex of the feasible region. Not every intersection of lines is a corner point.

Bounded Region- A feasible region that can be enclosed in a circle. A bounded region will have
both a maximum and minimum values.

Unbounded Region- A feasible region that cannot be enclosed in a circle.

Basic solution-given a system of m linear equation with n variable ,any solution which is
obtained by solving for m variables keeping the remaining n-m variable are called a basic
solution.

Slack variable-the non-negative variable which is added to LHS of the constraint to convert the
inequality less than or equal to , into an equation is called slack variable.

Surplus variable-the non-negative variable which is removed from the LHS of the constraint to
convert the inequality less than or equal to, into an equation is called surplus variable.
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1.1. MATHEMATICAL FORMULATION

General Mathematical Model of an LPP
Optimize (Maximize or Minimize) Z=Cy X1+ C2 Xo+...... +CnXn

Subject to constraints,

anXit+aeXot. oo, +a 1nXn (<,=,>) bs
X1t aXot. oo, +a 20Xn (<,=,>) b2
astXit+azXot. oo +a 30 Xn (<,=,>) b3
amiX1+ ameXot. oo, +a mnXn (<,=,>) bm

and X, Xz....Xn >0
1.1.1. Example

A firm is engaged in producing two products. A and B. Each unit of product A requires
2 kg of raw material and 4 labour hours for processing, where as each unit of B requires 3 kg of
raw materials and 3 labour hours for the same type. Every week, the firm has an availability of
60 kg of raw material and 96 labour hours. One unit of product A sold yields Rs.40 and one unit

of product B sold gives Rs.35 as profit.
Solution:

Formulate this as an Linear Programming Problem to determine as to how many units of

each of the products should be produced per week so that the firm can earn maximum profit.

i) Identify and define the decision variable of the problem. Let X1 and Xz be the number

of units of product A and product B produced per week.

i) Define the objective function Since the profits of both the products are given, the

objective function is to maximize the profit.
Max Z = 40Xz + 35X2

i) State the constraints to which the objective function should be optimized (i.e.

Maximization or Minimization)
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i) There are two constraints one is raw material constraint and the other one is labour
constraint.. The raw material constraint is given by 2X1 + 3X2 < 60 The labour hours

constraint is given by
4X1+3X2<96
Finally we have,
Max Z = 40Xz + 35Xz
Subject to constraints, 2X; + 3X2 < 60
4X1+3X2<96

X1,X2>0
Problems

1.1.2. A manufacturer produces two types of models M1 and M2.Each model of the type
M1 requires 4 hours of grinding and 2 hours of polishing; where as each model of M2 requires 2
hours of grinding and 5 hours of polishing. The manufacturer has 2 grinders and 3 polishers.
Each grinder works for 40 hours a week and each polisher works 60 hours a week. Profit on M1
model is Rs.3.00 and on model M2 is Rs.4.00.Whatever produced in a week is sold in the
market. How should the manufacturer allocate his production capacity to the two types of

models, so that he makes maximum profit in a week?

Answer:

Max Z = 40Xy + 35X;
Subject to constraints,
2X1 +3X2 <60

4X1 +3X2< 96
X,X2>0

1.1.3. The agricultural research institute suggested the farmer to spread out atleast 4800 kg

of special phosphate fertilizer and not less than 7200 kg of a special nitrogen fertilizer to raise
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the productivity of crops in his fields. There are two sources for obtaining these — mixtures A and
mixtures B. Both of these are available in bags weighing 100kg each and they cost Rs.40 and
Rs.24 respectively. Mixture A contains phosphate and nitrogen equivalent of 20kg and 80 kg
respectively, while mixture B contains these ingredients equivalent of 50 kg each. Write this as
an LPP and determine how many bags of each type the farmer should buy in order to obtain the

required fertilizer at minimum cost.

Answer:

Min Z = 40Xy + 24X>

is subjected to three constraints
20X1 + 50X2 >4800

80Xy + 50Xz >7200

X1, X2 >0

1.2. GRAPHICAL SOLUTION OF LINEAR PROGRAMMING MODELS
1.2.1. Example

Solve the following LPP by graphical method

Maximize Z = 5X1 + 3X>

Subject to constraints

2X1+ X2<1000

X1<400

X1<700

X1, X2=0

Solution:
The first constraint 2X1 + X2 < 1000 can be represented as follows. We get
2X1 + X2 = 1000
When X1 = 0 in the above constraint, we get,
2 X 1+ X2=1000
X2 =1000
Similarly when X = 0 in the above constraint, we get,
2X1 +0=1000
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X1 =1000/2 =500

The second constraint X1 <400 can be represented as follows, We get

X1 =400

The third constraint X2 < 700 can be represented as follows, We get

X2=700

o]
10040
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KE

Feasible region

200 \
D

o 100 200 300 400 00
Xy

2%, + ¥ 1000

- Xy = 400

The constraints are shown plotted in the above figure

Point X1 X2 Z =35X1 +3X2
0 0 0 0
A 0 700 Z=5x0+3x700=2,100
B 150 200 LZ=5X 150+;3’-X700:2.850*
Maximum
C 400 200 Z=5x400+ 3 x200=2,600
D 400 0 Z=5x400+3x0=2,000

The Maximum profit is at point B
When X1 =150 and Xz = 700
Z =2850

Problems
1.2.2. Solve the following LPP by graphical method
Maximize Z = 400X; + 200Xz

Subject to constraints
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18X1 + 3X2 < 800
9X1 +4X2 <600
X2<150

X1, X2>0.

Answer:

The Maximum profit is at point A
When X1 =150 and X2 =0
Z = 30,000

1.2.3. Solve the following LPP by graphical method
Minimize Z = 20X1 + 40Xz

Subject to constraints

36X1 + 6X2>108

3X1+ 12X2> 36

20X1 + 10X2>100

X1, X2>0

Answer:

The Minimum cost is at point C
When X1 =4 and X2 =2
Z =160

1.3. SIMPLEX METHOD
1.3.1. Example
Find the non negative values of Xi,X2 and Xzwhich Max Z= 3X1 +2Xz + 5X3
Subjectto X1 +4X7 420
3X1 + 2X3 460
X1+ 2X2+ X3 430

And Xy, X2, X3
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Solution:

Given

Max Z = 3X1+2X2 + 5X3
Subjectto X1 +4X2420
3X1+ 2X3 460
X1+ 2X2+ X3430

X1, X2, X3
By introducing non negative slack variables s1,s2 and s3 , the standard form of the LPP becomes
Max Z = 3X1+2X2 + 5X3 + 0S1 + 0S; + 0S3

Subjectto X1 +4X2420
3X1 +0X 460
X1+ 2Xo+X3 430
X1,X2,X3,81,92,Ss

Since there are 3 equations with 6 variables, the initial basic feasible solution is obtained by

equating (6-3) variables to zero.

Therefore the initial basic feasible solution is S1 = 420, Sz = 460, Ss = 430
(X1=X2=X3 =)
The initial simplex table is given by

Initial iteration:

Cs Ys XB X1 X2 X3 S1 S, Ss3

Prepared by U.R.Ramakrishnan, Asst Prof, Department of Mathematics KAHE




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: TMBA COURSENAME: QUANTITATIVE TECHNIQUES
COURSE CODE; P18MBAP204 UNIT; | BATCH-2018-2020
0 S1 | 420 1 4 0 1 0 0 -
0 S, | 460 3 0 2 0 1 0
0 S; | 430 1 2 1 0 0 1
Z-Cj 0 3 ) 5 0 0 0

Since there are some (Z;-Cj) <0, the current basic feasible solution is not optimal.
To find the entering variable :

Since (Z3-Cs) = -5 is the most negative, the corresponding non basic variable X3 enters

into the basis. The column corresponding to this X3 is called the key column or pivot column.
To find the leaving variable:
Find the ratio = min =min =230

Therefore the leaving variable is the basic variable S, which corresponds to the minimum ratio =

230. The leaving variable row is called the key row or pivot equation and 2 is the pivot element.

First iteration:

C; 3 2 5 0 0 0
Cs | Ys | Xs | X1 | X2 | Xs | S S Ss
0 S1 | 420 1 4 0 1 0 0
5 Xz | 230 | 312 0 1 0 1/2 0
0 Ss | 200 | -12 | (2 0 0 | <12 | 1

Zj-Cj 1150 | 972 | -2 0 0 5/2 0
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Since there are some (Z»-C») = -2, the current basic feasible solution is not optimal.
Here the non-basic variable X2 enters into the basis and the basic variable S; leaves the basis.

Second iteration:

C 3 2 5 0 0 0
Cs Ys Xs X1 X2 X3 S1 S2 S3
0 S1 420 1 4 0 1 0 0
5 X2 230 3/2 0 1 0 1/2 0
0 Ss | 200 | 12 | @ | o 0 | 12 | 1

Zj-Cj 1150 9/2 -2 0 0 52 0

Since all zj- ¢j > 0 the current basic feasible solution is optimal.
Therefore the optimal solution is Max Z = 1350, X1 = 0, X2 =100, X3 =230.
Problem
1.3.2. Use simplex method to solve the LPP
Max Z= 4X; +10Xz
Subjectto  2X1 + X250
2X1 +5X2 100
2X1+3X2 90
And X1, Xz.

Answer:
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X1=0 , X2=20, and Max Z =200.

1.4. ARTIFICIAL VARIABLE TECHNIQUES

1.4.1. Solve the following linear programming problem using Big M method

Minimize Z=10X1+15X2+20X3

Subject to
2X1+4Xo+6X3>24
3X1+9Xo+6X3>24
X1,X2,X3>0
Solution

The standard form of this problem is as shown below. In this form S1,S> are called as

surplus variables which are introduced to balance the constraints.

Minimize Z=10X;+15X,+20X3
Subject to
2X1+4Xo+6X3-51=24
3X1+9X2+6X3-S2 = 30

X1,X2,X3,51,S2 >0

The canonical form of the above standard form ,which consists of the artificial variables Riand

R, is presented below
Minimize Z=10X1+15X>+20X3+MR1+MR>
Subject to
2X1+4X+6X3-S1+R1=24
3X1+9X2+6X3-S2+R2 = 30

X1,X2,X3,51,S2 , Rrand R2>0
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Table 1 : Initial table
Ci 10 15 20 0 0] -M [ -M
Cs Ys XB R1 R2 C)
-M R1 24 2 4 6 -1 0 1 1 6
-M R2 30 3 9 6 0 -1 0 1
Z;j-C; -54M | 10-5M | 15-13M* | 20-12M M M 0 0
Table 2: Iteration 1
Cj 10 15 20 0 0 -M -M
Cs Ys Xs R1 R2 )
-M R1 0 -1 1
-M X2 1 0 0 5
Z-Cj M+50 | M+5 0 M+10* | M | M+ 0 M-
Reached. With the entering variable as X3 and the leaving variable as R: , the corresponding
pivot operations are shown in Table
Table 3 : Iteration 2
Cj 10 15 20 -M -M
Cs Ye X R1 R2
20 X3 0 1
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15 X2 1 0

Z-Ci 82 3 0 0 3 M-3

The optimality is reached and the corresponding optimal result is presented below
Xi=0, X;=, Xz = and Z(Optimum) =82,

1.3.3. Use Two phase simplex method to solve the LPP

Max Z=5X1 +8X>

Subjectto  3X1+2 X2 3

X1+4X24
X1+ X2 5
And Xi, X2
Solution
Given

Max Z= 5X1 +8Xz
Subjectto  3X1+2 X2 3
X1+4X2 4
X1+ X2 5
And X, Xz

By introducing non negative slack variables ,surplus and artificial variables , the standard form
of the LPP becomes

Max Z = 5X1 + 8X2 + 0S1 + 0Sz + 0S3
Subjectto  3Xi +2 X2-S1 + 0S2 + 0Ss+ R1=3
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X1 +4 Xo+0S1 -S2 + 0S3+ R =4
X1+ Xo+0S1 +0 Sy + 0S3=5

And Xi, X2,S1,S2,S3,R1, R

Phase — 1
Max Z* = -R1-R2
Initial iteration:

Cj 0 0 0 0 0 -1 -1

Cs Ys XB X1 X2 S1 S S3 R1 R2
-1 R1 3 3 2 -1 0 0 1 0 3/2
-1 R2 4 1 (4) 0 -1 0 0 1 4/4
0 Ss 5 1 1 0 0 1 0 0 5/1

Z;-Cj -7 -4 -6 1 1 0 0 0

Since there are some (Z*;-C;j) <0, the current basic feasible solution is not optimal.

First iteration: Introduce x2 and drop Rz

Cj 0 0 0 0 0 1 1
Cs | Ys | Xs | X1 | X2 | S1 | S Ss | RL | R2
1 R 1 | G| o 1| 12 0 1 | 12 | 255
0 X2 1 1/4 1 0 | -4 | o 0 | U4 | 4
0 Ss 4 3/4 0 0 Yy 1 0 | -14 | 16/3
Z;-Cj 1 | 52 | 0 1 | 12 | 0 0 | 312

Since there are some (Z*j-C;j) <0, the current basic feasible solution is not optimal.
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Second iteration: Introduce X, and drop R:

Cj 0 0 0 0 0 1 |-l
Cs | Ys | Xs | Xu Xz s1 S S RL | R2
0 X | 25 1 0 25 | 15 0 2/5 | -1/5
0 Xz | 9/10 | 0 1 | 110 | -3/10 | 0 | -1/10 | 3/10
0 Ss | 37710 | © 0 | 310 | /10 | 1 | -3/10 | -1/10
Z-Cj 0 0 0 0 0 0 1 1

Since there are some (Z;-Cj) 0, the current basic feasible solution is optimal. Furthermore no

artificial variable appears in the optimum basis so we proceed to phase — I1.
Phase — I1:

Here, we consider the actual costs associated optimal variables. The new objective

function then becomes
Max Z = 5X1 + 8X2 + 0S; + 0S;, + 0S3

Initial iteration:

Cj 0 0 0 0 1
Cs | Y | Xs | Xu Xz s1 S S
5 Xi | 265 | 25 1 0 25 | 15 2
8 X, | 9/10 | 9/10 | 0 1 | 110 | -3110 | -
0 Ss | 37/10 | 37710 | 0 0 | 3/10 | 110 | 37

Prepared by U.R.Ramakrishnan, Asst Prof, Department of Mathematics KAHE




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: I MBA
COURSE CODE: P18MBAP204

COURSENAME: QUANTITATIVE TECHNIQUES

UNIT: I

BATCH-2018-2020

Z-Cj

46/5

0

6/5

-7/5

0

First iteration:

Since there are some (Zj-Cj) < 0, the current basic feasible solution is not optimal.

C; 5 8 0 0 0
Cs | Ys | Xs X1 Xz s1 S S
0 S 2 5 0 2 1 0
8 X2 | 32 | 312 1 172 0 0
0 S 2| 12 0 (V2 0 1
Z-Cj 12 7 0 -4 0 0

Second iteration:

Since there are some (Z;-C;) <0, the current basic feasible solution is not optimal.

Cj 5 8 0 0 0
Cs Ys Xs X1 X2 S1 Sz S3
0 S2 16 3 0 0 1 4
8 X2 5 1 1 0 0 1
0 S1 7 -1 0 1 0 2
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Z;j-Cj 40 3 0 0 0 8

Since there are some (Zj-Cj) 0O, the current basic feasible solution is optimal.

Therefore the optimal solution is Max Z =40 X1 =0, X2=5.

Problems

1.4.2. Minimize Z= 4X1 +X>

Subjectto  3X1+ X>
4X1+ X26
X1+2X2 4

And X1, Xz.

1.5. VARIANTS OF SIMPLEX METHOD

1.5.1. Example

Solve the following LPP by Dual simplex method:

Maximize Z=x1+2X2+X3
Subject to

2X1+X2- X3< 2
-2X1+X2-5X3> -6
4X1+X2+X3<6

X1, X2, X3 >0

Solution:
Given

Maximize Z= x1+2X2+X3
Subject to

2X1+Xo- X3< 2
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2X1-X2+5X3 <6

4X1+X2+X3<6

X1, X2, X3 >0

By introducing the non-negative slack variables si, sz, s3 the standard form of LPP becomes
Maximize Z= X1+2X2+X3

Subject to

2X1+X2- X3+ S1+0s2+053 =2

2X1-X2+5X3+ 0S1+ S2+0 S3=6

4X1+X2+X3+ 0S1+0S2+53=6

And X1, X2, X3, S1, S2, S3 >0

The initial basic feasible solution is given by

$1=2,52 =6, s3 =6(basic)( x1= X2 =x3=0, non basic)

Initial iteration:

Ci 1 2 1 0 0 0
Cs Y8 XB X1 X2 X3 S1 S2 S3 0
0 Sy 2 2 ) 1 1 0 0
0 S2 6 2 -1 5 0 1 0 _
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0 S 6 4 1 1 0 0 1
(Z-C) 0 1 -2 -1 0 0 0

Since there are some (Z;-C;)<0, the current basic feasible solution is not optimal.

First iteration: Introduce x2 and drop s1

C; 1 2 1 0 0 0
Cs Yg Xg X1 X2 X3 S1 S2 S3 0
2 S 2 2 1 -1 1 0 0 -
0 S, 8 4 0 4 1 1 0
0 Sz 4 2 0 ©) 1 0 1

(Z-C) 4 3 0 3 2 0 0

Since there are some (Z;-C;)<O0, the current basic feasible solution is not optimal.

Second iteration: Introduce x3 and drop sz
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Cj 1 2 1 0 0 0
Cs Ys XB X1 X2 X3 S1 S2 S3
2 S1 4 3 1 0 0
-2
0 Sy 0 0 0 0 3 1
1 S3 2 1 0 1 0
(Z-Cyp 10 6 0 0 0

Since all (Z;-Cj)>0, the current basic feasible solution is optimal.
Therefore, the optimal is Max Z=10, x1=0, X2=4, X3 =2.
Problems
1.5.2. Use Dual simplex method to solve the LPP
Max Z=2X1 +Xz
Subjectto  3X1 +X23
4X1+3X26

Answer:
Min Z =12/5, X1 =3/5, X2 =6/5)
X1+2 X5 3

And X1, X2 .
1.5.3. Use Dual simplex method to solve the LPP

Maximize Z= 6x1+4xo+4X3

Subjectto  3x1t+ X2+2X3 2
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2X1+ Xo- X3 1

- X1+ Xo+2x3 1

Answer:
This method is fail .ie., we cannot solve this problem by this dual simplex method.

And X1, X2, X3 >0.
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UNIT-II
SYLLABUS

Transportation Problems (TP) — Initial basic feasible solution to Transportation Cost — Northwest corner rule,
Least cost method — VVogel's approximation method, Optimal solution using Modified Distribution (MODI)
method, Degeneracy in TP, Unbalanced TP, Alternative optimal solutions, Maximization in TP — Assignment
Problems — Hungarian method of solving assignment problem, Multiple optimum solutions, Maximisation in
Assignment Problems, Unbalanced Assignment Problems, Restrictions in Assignment Problems.
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TRANSPORTATION AND ASSIGNMENT MODELS

CONCEPT

The transportation problem deals with the transportation of a product manufactured at different
plants or factories (supply origins) to a number of different warehouses (demand destinations).
The objective is to satisfy the destination requirements within the Plants capacity constraints at
the minimum transportation cost. Transportation problems thus typically arise in situations
involving physical movement of goods from plants to warehouses, warehouses to wholesalers,
wholesalers to retailers, retailers to customers. Solution of the transportation problems requires
the determination of how many units should be transported from each supply origin to each
demand destination in order to satisfy all the destination demands while minimizing the total
associated cost of transportation.

APPLICATIONS
1. Minimize shipping costs from factories to warehouses (or from warehouses)
2. Determine lowest cost Location for new factory, warehouses, office, or other outlet facility.

3. Find minimum cost production schedule that satisfies firms demand and production limitations
(called production smoothing).

4. The military distribution system usually called logistics systems lay due emphasis on the
distribution of personnel and material to vessels, installation or troop locations using
transportation models.

5. Example of transshipment nodes all the connecting airports between the starting point of a
trip and the final destinations, satellites that act as relay station between a transmitted TV signal
and the reception of that signal, etc,

6. In assignment problem, Assign sales people to sales territories, Assign vehicles to routes.
,/Assign accountants to client accounts, Assign contracts to bidders through systematic evaluation
of bids from competing suppliers, Assign naval vessels to petrol sectors, Assign development
engineers to several constructions sites, Schedule teachers to classes, etc.,

7. In traveling salesman problems used for, In postal deliveries, Inspection, School bus rooting,
Television relays, Assembly lines.

Prepared by U.R.Ramakrishnan, Asst Prof, Department of Mathematics KAHE Page 2/ 47




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: | MBA COURSENAME: QUANTITATIVE TECHNIQUES
COURSE CODE: P18MBAP204 UNIT: 11 BATCH-2018-2020

8. NORTH WEST- It is used to in case of transportation within the campus of an organization as
costs are not significant. It is used for transportation to satisfy such obligations where cost is not
the criteria. For example in case of Food Corporation of India Ltd.

9. VAM- It is used to compute transportation routes in such a way as to minimize transportation
cost for finding out locations of warehouses. It is used to find out locations of transportation
corportations depots where insignificant total cost difference may not matter.

TECHNICAL TERMS

BALANCED TRANSPORTATION PROBLEM: A transportation problem in which the total
supply available (at all the origins) exactly satisfies the total demand required(at all the
destinations).

CELL.: the rectangle in a transportation tableau used to identify the route between an origin and
destination.

DEGENERACY: a condition that occurs when the number of rows plus the number of columns
minus 1 in a transportation table.

DESTINATION: The various customers which are supplied by the multiple facilities in the
transportation method.

A location with a demand for material in a transportation problem.

DUMMY DESTINATION: An artificial destination added when total supply is greater than
total demand. The demand at the dummy destination is set so that total supply and demand are
equal.

DUMMY SOURCE: An artificial source added when total demand is greater than total supply.
The supply at the dummy source is set so that total demand and supply are equal.

FACILITY LOCATION ANALYSIS: An application of the transportation method to help a
firm decide where to locate a new factory or a warehouse.

IMPROVEMENT INTEX: The net cost of shipping one unit on a route not used in the current
transportation problem solution.

OPPORTUNITY COST: The cost savings (if any) foregone by not using an empty cell of the
transportation matrix.

ORIGINS: The multiple sites for facilities location which are analyzed by the transportation
method.
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MODIFIED DISTRIBUTION METHOD (MODI): Another algorithm for finding the optimal
solution to a transportation problem. It can be used in place of the stepping stone method.

NORTH WEST CORNER METHOD: Systematic allocation to cells beginning in the upper
left hand corner of the transportation table to obtain an initial feasible solution.

STEPPING STONE METHOD: An iterative technique for moving from an initial feasible
solution to an optimal solution in transportation problems.

STEPPING STONE PATH: A series of adjustments in a feasible solution to a transportation
problem that incorporates a new route and retains a feasible solution.

TRANSPORTATION PROBLEM: A specific case of linear programming concerned with
scheduling shipments from sources to destinations so that total transportation costs are
minimized.

TRANSPORTATION TABLEAU: A table used to display or summarize all transportation data
to help keep track of all algorithm computations by storing information on demands , supplies,
shipping costs , units shipped, origins and destinations.

TRANSPORTATION METHOD: A method for determining where to locate multiple
facilities in order to minimize at the total cost of transportation.

TRANS-SHIPMENT PROBLEM: A transportation problem where shipment is possible from
an origin to an origin or a destination as well as from a destination to an origin or a destination.

UNBALANCED TRANSPORTATION PROBLEM: A transportation problem where the total
availability at the origins is different from the total requirement at the destinations.

VOGELS APPROXIMATION METHOD (VAM): An algorithm used to find a relatively
efficient to initial feasible solution to a transportation problem.

SYMMETRICAL.: Distance independent of the direction of travel.
ASYMMETRICAL.: Distance varies with the direction of travel.
2.1. MATHEMATICAL FORMULATION OF TRANSPORTATION PROBLEM:

2.1.2. LP Formulation: The linear programming formulation in terms of the amounts shipped
from the sources to the destinations, xijcan be written as

Minimize (total cost) Z=> Y Cijj Xij (total transportation cost)

Subject to the constraints
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2 Xij <Si for each source i (capacity constraints)
>Xij = dj for each destination j  (requirement constraints)
Xij > 0 for all i and j (non-negativity constraints)
2.1.3. EXAMPLE

Transportation models deal can be formulated as a standard LP problem. Typical situation shown
in the manufacturer example

U Manufacturer has three plants P1, P2, Ps producing same products.

U From these plants, the product is transported to three warehouses W1, W» and
Ws.

U Each plant has a limited capacity, and each warehouse has specific demand. Each
plant transport to each warehouse, but transportation cost vary for different
combinations.

The problem is to determine the quantity each warehouse in order to minimize total
transportation costs.

Supply Plant Ware House Demand
(Source) (Destination)
S, D,
8, D,
S, D,

Solution Procedure for Transportation Problem:
= Conceptually, the transportation is similar to simplex method.
= Begin with an initial feasible solution.

This initial feasible solution may or may not be optimal. The only way you can find it out
is to test it.

Prepared by U.R.Ramakrishnan, Asst Prof, Department of Mathematics KAHE Page 5/ 47




KARPAGAM ACADEMY OF HIGHER EDUCATION

CLASS: | MBA COURSENAME: QUANTITATIVE TECHNIQUES
COURSE CODE: P18MBAP204 UNIT: 11 BATCH-2018-2020

= |f the solution is not optimal, it is revised and the test is repeated. Each iteration
should bring you closer to the optimal solution.

2.2. FINDING AN INITIAL FEASIBLE SOLUTION:

There are a number of methods for generating an initial feasible solution for a transportation
problem.

Consider three of the following

i) North West Corner Method

i) Least Cost Method

(iii) Vogel’s Approximation Method

2.2.1. NORTH WEST CORNER METHOD:

The simplest of the procedures used to generate an initial feasible solution is NWCM. It is so
called because we begin with the North West or upper left corner cell of our transportation table.
Various steps of this method can be summarized as under.

Step 1:Select the North West (upper left-hand) corner cell of the transportation table and allocate
as many units as possible equal to the minimum between available supply and demand
requirement i.e., min (S, D1).

Step 2: Adjust the supply and demand numbers in the respective rows And columns allocation.

Step 3: If the supply for the first row is exhausted, then move down to the first cell in t he
second row and first column and go to step 2.

If the demand for the first column is satisfied, then move horizontally to the next cell in the
second column and first row and go to step™ 2.

Step 4 : If for any cell, supply equals demand, then the next allocation can be made in cell either
in the next row or column.

Step 5: Continue the procedure until th