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COURSE OBJECTIVES: 
To make the students 

1. To understand the classification and analysis of the data with statistical tools and techniques. 

2. To know the descriptive and inferential statistics, and apply them to examine business and economic 
data. 

3. To realize the applications of probability and distributions in the analytical decision making. 

4. To conduct statistical estimation and hypothesis testing with statistical tools and techniques. 

5. To understand the index number concepts and its applications. 
 

 

COURSE OUTCOMES : 

Learners should be able to 

1. Understand the basic statistical tools and techniques and its application in business decision making. 

2. Perform basic statistical estimation and hypothesis testing for interpret the results. 

3. Know how to specify, estimate, and use statistical models to predict and obtain reliable forecasts. 

4. Develop an ability to analyse and interpret the collected data to provide meaningful information in 
making management decisions 

5. Demonstrate capabilities of problem-solving, critical thinking, and communication skills related to the 
discipline of statistics. 

 
 

UNIT I Data and presentation of Data 
Introduction to Statistics: Introduction to Statistics, Importance of Statistics in modern business environment. 

Classification, Tabulation and Presentation of Data: Introduction, Functions of Classification - Requisites of a good 

classification - Types of classification - Methods of classification, Tabulation - Basic difference between 

classification and tabulation -Parts of a table -Types of table , Frequency and Frequency Distribution - Derived 

frequency distributions - Bivariate and multivariate frequency distribution - Construction of frequency distribution, 

Presentation of Data – Diagrams, Graphical Presentation - Histogram - Frequency polygon - Frequency curve - 

Ogives 



UNIT II Measures of Central Tendency and Dispersion 

Measures of Central Tendency and Dispersion: Introduction, Objectives of statistical average, Requisites of a Good 

Average, Statistical Averages - Arithmetic mean - Properties of arithmetic mean - Merits and demerits of arithmetic 

mean, Median - Merits and demerits of median, Mode - Merits and demerits of mode, Geometric Mean, Harmonic 

Mean, Positional Averages, Dispersion – Range - Quartile deviations, Mean deviation ,Standard Deviation - 

Properties of standard deviation Coefficient of Variance 

 
UNIT III Probability Distribution 

Theory of Probability and Probability Distribution: Introduction - Definition of probability - Basic terminology used 

in probability theory, Approaches to probability, Rules of Probability - Addition rule - Multiplication rule, Conditional 

Probability, Steps Involved in Solving Problems on Probability, Bayes’ Probability, Random Variables. Introduction - 

Random variables, Probability Distributions - Discrete probability distributions - Continuous probability distributions, 

Bernoulli Distribution - T, Binomial Distribution  -  Poisson  Distribution  - Normal Distribution 

 
UNIT IV Hypothesis Testing 

Testing of Hypothesis in Case of Large and Small Samples: Introduction – Large Samples – Assumptions, Testing 

Hypothesis - Null and alternate hypothesis - Selecting a Significance Level - Preference of type I error - Preference of 

type II error- Determine appropriate distribution, Two – Tailed Tests and One – Tailed Tests - Two – tailed tests. 

Classification of Test Statistics - Statistics used for testing of hypothesis - Test procedure - How to identify the right 

statistics for the test , Introduction – small samples, ‘t’ Distribution, Uses of ‘t’ test, Chi- Square - Applications of Chi-

Square test - Tests for independence of attributes - Test of goodness of fit - Test for specified variance, F – 

Distribution and Analysis of Variance (ANOVA): Introduction, Analysis of Variance (ANOVA), Assumptions for F-test 

- Objectives of ANOVA - ANOVA table - Assumptions for study of ANOVA, Classification of ANOVA - ANOVA table in 

one-way ANOVA - Two way classifications. Simple Correlation and Regression: Introduction , Correlation - Causation 

and Correlation - Types of Correlation - Measures of Correlation - Scatter diagram - Karl Pearson’s correlation 

coefficient - Spearman’s Rank Correlation Coefficient. Regression - Regression analysis - Regression lines - 

Regression 



coefficient , Standard Error of Estimate , Multiple Regression Analysis , Reliability of Estimates 

, Application of Multiple Regressions 
 
 

 
UNIT V Index Number 

Index Numbers: Introduction, Definition of an Index Number – Relative - Classification 

of index numbers , Base year and current year - Chief characteristics of index numbers 

- Main steps in the construction of index numbers, Methods of Computation of Index 

Numbers – Un-weighted index numbers - Weighted index numbers, Tests for Adequacy 

of Index Number Formulae , Cost of Living Index Numbers of Consumer Price Index - 

Utility of consumer price index numbers - Assumptions of cost of living index number - 

Steps in construction of cost of living index numbers , Methods of Constructing 

Consumer Price Index - Aggregate expenditure method - Family budget method - 

Weight average of price relatives, Limitations of Index Numbers , Utility and 

Importance of Index Numbers 

Note: Problems 60 Marks and Theory 40 Marks. 

 

SUGGESTED READINGS: 

1. Levin Richard , H. Siddiqui Masood, S. Rubin David, Rastogi Sanjay, (2017), 
Statistics for Management, 8th edition, pearson education, New Delhi. 

2. Amir Aczel, Jayavel Sounderpandian, P Saravanan (2017), Complete Business 
Statistics, 7th edition, Mcgraw Hill Education, New Delhi. 

3. Anderson et.al (2015), Statistics for Business and Economics, Cengage, New Delhi. 

4. Ken Black (2012), Applied Business Statistics, 7th edition, Wiley, New Delhi. 

5. SP Gupta (2012), Statistical Methods, S Chand Publishing, New Delhi. 
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Introduction to Statistics:  Introduction to Statistics, Importance of Statistics in modern 

business environment.Classification, Tabulation and Presentation of Data: Introduction , 

Functions of Classification - Requisites of a good classification - Types of classification - 

Methods of classification ,Tabulation - Basic difference between classification and tabulation 

-Parts of a table -Types of table , Frequency and Frequency Distribution - Derived frequency 

distributions - Bivariate and multivariate frequency distribution - Construction of frequency 

distribution , Presentation of Data – Diagrams, Graphical Presentation -  Histogram -   

Frequency polygon -   Frequency curve -  Ogives 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                    COURSE NAME: STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: I                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 2/48 
 

INTRODUCTION 
 
ROLE OF MATHEMATICS AND STATISTICS IN BUSINESS DECISIONS: 
 
Mathematics is used in most aspects of daily life. Many of the top jobs such as business 
consultants,computer consultants, airline pilots, company directors and a host of others require 
a solid understanding of basic mathematics, and in some cases require a quite detailed 
knowledge of mathematics. It also plays important role in business, like Business mathematics 
by commercial enterprises to record and manage business operations. Mathematics typically 
used in commerce includes elementary arithmetic, such as fractions, decimals, and 
percentages, elementary algebra, statistics and probability. 
 
 Business management can be made more effective in some cases by use of more advanced 
mathematics such as calculus, matrix algebra and linear programming. Commercial 
organizations use mathematics in accounting, inventory management, marketing, sales 
forecasting, and financial analysis. In Academia, "Business Mathematics" includes mathematics 
courses taken at an undergraduate level by business students. These courses are slightly less 
difficult and do not always go into the same depth as other mathematics courses for people 
majoring in mathematics or science fields. The two most common math courses taken in this 
form are Business Calculus and Business Statistics. Examples used for problems in these courses 
are usually real-life problems from the business world. 
 
 An example of the differences in coursework from a business mathematics course and a 
regular mathematics course would be calculus. In a regular calculus course, students would 
study trigonometric functions. Business calculus would not study trigonometric functions 
because it would be time- consuming and useless to most business students, except perhaps 
economics majors. Economics majors who plan to continue economics in graduate school are 
strongly encouraged to take regular calculus instead of business calculus, as well as linear 
algebra and other advanced math courses. Other subjects typically covered in business 
mathematics curriculum include: Matrix algebra Linear programming Probability theory 
Another meaning of business mathematics, sometimes called commercial math or consumer 
math, is a group of practical subjects used in commerce and everyday life. In schools, these 
subjects are often taught to students who are not planning a university education. 
 
 In the United States, they are typically offered in high schools and in schools that grant 
associate's degrees. A U.S. business math course might include a review of elementary 
arithmetic, including fractions, decimals, and percentages. Elementary algebra is often included 
as well, in the context of solving practical business problems. The practical applications typically 
include checking accounts, price discounts, markups and markdowns, payroll calculations, 
simple and compound interest, consumer and business credit, and mortgages.  
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The emphasis in these courses is on computational skills and their practical application, with 
practical application predominating. For example, while computational formulas are covered in 
the material on interest and mortgages, the use of prepared tables based on those formulas is 
also presented and emphasized. Mathematics can provide powerful support for business 
decisions. In their later business careers, this will motivate them to consult with 
mathematicians and employ effective quantitative methods.  
 
Mathematics provides many important tools for economics and other business fields. However, 
our discipline does not profit from this work when students (who later become part of the 
general public) are unaware of its existence. Presenting trivial mathematical applications only 
makes matters worse, since they are clearly recognizable as being of little importance. This 
actually diminishes our subject in the eyes of students. Using computers to bring the underlying 
structure of significant mathematics to undergraduates allows them to appreciate the role that 
our Subject can play in their academic work and later lives.  
 
The recognition of its importance by many students each year will certainly strengthen the 
position of mathematics in our society. Why do business consultants and directors need to 
know math?" you may ask. Business is all about selling a product or service to make money. All 
transactions within a business have to be recorded in the Company accounts and quite often 
involve very large sums of money. So for example, you need to be able to estimate the effect of 
changing numbers in the accounts when trying to work out your expected performance for next 
year. Also businesses rely heavily on using percentages, in particular anyone who works as a 
sales person will need to be quick at mental arithmetic, approximation and in working out 
percentages. The more percentage discount you give a customer when you sell them a product, 
the less profit your company will make (and quite often the less you will be paid!) so it really 
does pay to know your math. 
 
 If you work as a sales assistant in many stores you now need to have the ability to calculate the 
cost of goods and change the customers require without using the till. Businesses like to know 
that you can cope if the machines break down and also they believe that you can give better 
customer service if you can respond to customers who know their mathematics. This is the stuff 
of letters which often appear in local newspapers as "… I bought 2 of the same item at Shop 
priced at $3.00, and gave the young sales assistant a $10 note and a $1 coin expecting to get a 
$5 note as change and do my bit to help prevent the store from running out of change in the 
till. To my amazement the sales assistant insisted that I had paid too much, I tried to explain to 
no avail but in the end reluctantly took back my $1 coin and was given 4 more $1 coins as 
change. Finally, there are jobs around where you can escape from using any math at all - refuse 
collector, builder's laborer, farm hand etc.  
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However, when you invest your hard earned cash in the bank or building society or get a loan - 
how do you know that you are not being ripped off? You need to use math to calculate 
compound interest rates (to see how much your savings can grow). You also need to use math 
to understand the monthly percentages, which are added to your credit cards or bank loans, or 
you could end up paying $10,000 in 5 year’s time for borrowing $2,000 today! This is a good 
reason to understand mathematics. 
STATISTICS: 
 
Statistics is a branch of mathematicsconcerned with the study of information 
that is expressed in numbers. 
 
When census data cannot be collected, statisticians collect data by developing specific 
experiment designs and survey samples. Representative sampling assures that inferences and 
conclusions can reasonably extend from the sample to the population as a whole. 
An experimental study involves taking measurements of the system under study, manipulating 
the system, and then taking additional measurements using the same procedure to determine if 
the manipulation has modified the values of the measurements. In contrast, an observational 
study does not involve experimental manipulation. 
 
Two main statistical methods are used in data analysis: descriptive statistics, which summarize 
data from a sample using indexes such as the mean or standard deviation, and inferential 
statistics, which draw conclusions from data that are subject to random variation (e.g., 
observational errors, sampling variation).[3] Descriptive statistics are most often concerned with 
two sets of properties of a distribution (sample or population): central tendency (or location) 
seeks to characterize the distribution's central or typical value, while dispersion (or variability) 
characterizes the extent to which members of the distribution depart from its center and each 
other. Inferences on mathematical statistics are made under the framework of probability theory, 
which deals with the analysis of random phenomena. 
SCOPE AND LIMITATIONS OF STATISTICS 
Introduction 

 
The term “statistics” is used in two senses : first in plural sense meaning a collection 
of numerical facts or estimates—the figure themselves. It is in this sense that the 
public usually think of statistics, e.g., figures relating to population, profits of 
different units in an industry etc. Secondly, as a singular noun, the term‘statistics’ 
denotes the various methods adopted for the collection, analysis and interpretation of 
the factsnumerically represented. In singular sense, the term ‘statistics’ is better 
described as statistical methods. In our study of the subject, we shall be more 
concerned with the second meaning of the word ‘statistics’. 
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Definition 

Statistics has been defined differently by different authors and each author has 
assigned new limits to the field which should be included in its scope.  

We can do no better than give selected definitions of statistics by some authors and 
then come to the conclusion about the scope of the subject. 
 

A.L. Bowley defines, “Statistics may be called the science of 
counting”. At another place he defines, “Statistics may be called the 
science of averages”. Both these definitions are narrow and throw light only 
on one aspect of Statistics. 
 

According to King, “The science of statistics is the method of judging 
collective, natural or social, phenomenon from the results obtained from the 
analysis or enumeration or collection of estimates”. 
 

Many a time counting is not possible and estimates are required to be made. 
Therefore, Boddington defines it as “the science of estimates and probabilities”. But 
this definition also does not cover the entire scope of statistics. The statistical 
methods are methods for the collection, analysis and interpretation of numerical 
data and form a basis for the analysis and comparison of the observed phenomena. In 
the words of Croxton &Cowden, “Statistics may be defined as the collection, 
presentation, analysis and interpretation of numericaldata”. 
 

Horace Secrist has given an exhaustive definition of the term satistics in the plural 
sense. According to him“By statistics we mean aggregates of facts affected to a 
marked extent by a multiplicity of causesnumerically expressed, enumerated or 
estimated according to reasonable standards of accuracy collected in a systematic 
manner for a pre-determined purpose and placed in relation to each other”. 

This definition makes it quite clear that as numerical statement of facts, ‘statistic’ 
should possess the following characterics. 

1.Statistics  are aggregate of facts A single age of 20 or 30 years is not statistics, a 
series of ages are. Similarly, a single figure relating to production, sales, birth, death 
etc., would not be statistics although aggregates of such figures would be statistics 
because of their comparability and relationship. 
 

2.Statistics are affected to a marked extent by a multiplicity of causes 

A number of causes affect statistics in a particular field of enquiry, e.g., in 
production statistics are affected by climate, soil, fertility, availability of raw 
materials and methods of quick transport. 
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3.Statistics are numerically expressed,enumerated or estimated The subject of 
statistics is concerned essentially with facts expressed in numerical form—with 
theirquantitative details but not qualitative descriptions. Therefore, facts indicated 
by terms such as ‘good’, ‘poor’ are not statistics unless a numerical equivalent, is 
assigned to each expression. Also this may either beenumerated or estimated, where 
actual enumeration is either not possible or is very difficult. 

 

4. Statistics are numerated or estimated according to reasonable standard of   
accuracy Personal bias and prejudices of the enumeration should not enter into the 
counting or estimation of figures, otherwise conclusions from the figures would not be 
accurate.  

The figures should be counted or estimated according to reasonable standards of 
accuracy.Absolute accuracy is neither necessary nor sometimes possible in social 
sciences.But whatever standard of accuracy is once adopted, should be used 
throughout the process of collection or estimation. 

 
5. Statistics should be collected in a systematic manner for a predetermined 
purpose The statistical methods to be applied on the purpose of enquiry since figures 
are always collected with some purpose. If there is no predetermined purpose, all the 
efforts in collecting the figures may prove to be wasteful. The purpose of a series of 
ages of husbands and wives may be to find whether young husbands have young wives 
and the old husbands have old wives. 

 
6. Statistics should be capable of being placed in relation to each other 
The collected figure should be comparable and well-connected in the same 
department of inquiry. Ages of husbands are to be compared only with the 
corresponding ages of wives, and not with, say, heights of trees. 
Functions of Statistics 

 
The functions of statistics may be enumerated as follows : 

 
(i) To present facts in a definite form : Without a statistical study our ideas 
are likely to be vague, indefinite and hazy, but figures helps as to represent things in 
their true perspective. For example, the statement that some students out of 1,400 
who had appeared, for a certain examination, were declared successful would not 
give as much information as the one that 300 students out of 400 who took the 
examination were declared successful. 
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(ii) To simplify unwieldy and complex data : It is not easy to treat large 
numbers and hence theyare simplified either by taking a few figures to serve as a 
representative sample or by taking average to give a bird’s eye view of the large 
masses. For example, complex data may be simplified by presenting them in the form 
of a table, graph or diagram, or representing it through an average etc. 

 
(iii) To use it as a technique for making comparisons : The significance 
of certain figures can be better appreciated when they are compared with others of 
the same type. The comparison between two different groups is best represented by 
certain statistical methods, such as average, coefficients, rates, ratios, etc. 

 

(iv) To enlarge individual experience : An individual’s knowledge is limited 
to what he can observe and see; and that is a very small part of the social organism. 
His knowledge is extended n various ways by studying certain conclusions and results, 
the basis of which are numerical investigations. For example, we all have general 
impression that the cost of living has increased. 

 
But to know to what extent the increase has occurred, and how far the rise in prices 
has affected different income groups, it would be necessary to ascertain the rise in 
prices of articles consumed by them. 

 
(v) To provide guidance in the formulation of policies : The purpose of 
statistics is to enable correct decisions, whether they are taken by a businessman or 
Government. In fact statistics is a great servant of business in management, 
governance and development. Sampling methods are employed in industry in tacking 
the problem of standardisation of products. Big business houses maintain a separate 
department for statistical intelligence, the work of which is to collect, compare and 
coordinate figures for formulating future policies of the firm regarding production and 
sales. 

 
(vi) To enable measurement of the magnitude of a phenomenon : But 
for the development of the statistical science, it would not be possible to estimate 
the population of a country or to know the quantity of wheat, rice and other 
agricultural commodities produced in the country during any year. 
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Importance of Statistics 

These days statistical methods are applicable everywhere. There is no field of work in 
which statistical methods are not applied. According to A L. Bowley, ‘A knowledge of 
statistics is like a knowledge of foreign languages or of Algebra, it may prove of use at 
any time under any circumstances”. The importance of the statistical science is 
increasing in almost all spheres of knowledge, e g., astronomy, biology, meteorology, 
demography, economics and mathematics. Economic planning without statistics is 
bound to be baseless. 

 
Statistics serve in administration, and facilitate the work of formulation of new 
policies. Financial institutions and investors utilise statistical data to summaries the 
past experience. Statistics are also helpful to an auditor, when he uses sampling 
techniques or test checking to audit the accounts of his client. 

 
Limitations of Statistics 

 
The scope of the science of statistic is restricted by certain limitations : 

 
1. The use of statistics is limited numerical studies: Statistical methods 
cannot be applied to study the nature of all type of phenomena. Statistics deal with 
only such phenomena as are capable of being quantitatively measured and 
numerically expressed. For, example, the health, poverty and intelligence of a group 
of individuals, cannot be quantitatively measured, and thus are not suitable subjects 
for statistical study. 

 
2. Statistical methods deal with population or aggregate of individuals rather than 
with individuals. When we say that the average height of an Indian is 1 metre 80 
centimetres, it shows the height not of an individual but as found by the study of all 
individuals. 

 
3. Statistical relies on estimates and approximations : Statistical laws 
are not exact laws like mathematical or chemical laws. They are derived by taking a 
majority of cases and are not true for every individual. Thus the statistical inferences 
are uncertain. 
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4. Statistical results might lead to fallacious conclusions by deliberate manipulation of 
figures and unscientific handling. This is so because statistical results are represented 
by figures, which are liable to be manipulated. Also the data placed in the hands of 
an expert may lead to fallacious results. The figures may be stated without their 
context or may be applied to a fact other than the one to which they really relate. An 
interesting example is a survey made some years ago which reported that 33% of all 
the girl students at John Hopkins University had married University teachers. Whereas 
the University had only three girls student at that time and one of them married to a 
teacher. 

Distrust of Statistics 

Due to limitations of statistics an attitude of distrust towards it has been developed. 
There are some people who place statistics in the category of lying and maintain that, 
“there are three degrees of comparison in lying-lies, dammed lies and statistics”. But 
this attitude is not correct. The person who is handling statistics may be a liar or 
inexperienced. But that would be the fault not of statistics but of the person handling 
them. 

The person using statistics should not take them at their face value. He should check 
the result from an independent source. Also only experts should handle the statistics 
otherwise they may be misused. It may be noted that the distrust of statistics is due 
more to insufficiency of knowledge regarding the nature, limitations and uses of 
statistics then to any fundamental inadequacy in the science of statistics. Medicines 
are meant for curing people, but if they are unscientifically handle by quacks, they 
may prove fatal to the patient. In both the cases, the medicine is the same; but its 
usefulness or harmfulness depends upon the man who handles it. 
We cannot blame medicine for such a result. Similarly, if a child cuts his finger with a 
sharp knife, it is not a knife that is to be blamed, but the person who kept the knife 
at a place that the child could reach it. These examples help us in emphasising that if 
statistical facts are misused by some people it would be wrong to blame the statistics 
as such. It is the people who are to be blamed. In fact statistics are like clay which 
can be moulded in any way. 

 
Collection of data 

 
For studying a problem statistically first of all, the data relevant thereto must be 
collected. The numerical facts constitute the raw material of the statistical process. 
The interpretation of the ultimate conclusion and the decisions depend upon the 
accuracy with which the data are collected. Unless the data are collected with 
sufficient care and are as accurate as is necessary for the purposes of the inquiry, the 
result obtained cannot be expected to be valid or reliable. 
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Before starting the collection of the data, it is necessary to know the sources from 
which the data are to be collected. 

Primary and Secondary Sources 

 
The original compiler of the data is the primary source. For example, the office of the 
Registrar General will be the primary source of the decennial population census 
figures. 

A secondary source is the one that furnishes the data that were originally compiled by 
someone else. 

If the population census figures issued by the office of the Registrar-General are 
published in the Indian year Book, this publication will be the secondary source of the 
population data. 

The source of data also are classified according to the character of the data yielded 
by them. Thus the data which are gathered from the primary source is known as 
primary data and the one gathered from the secondary source is known as secondary 
data. When an investigator is making use of figures which he has obtained by field 
enumeration, he is said to be using primary data and when he is making use of figures 
which he has obtained from some other source, he is said to be using secondary data. 

Choice between Primary and Secondary Data 

An investigator has to decide whether he will collect fresh (primary) data or he will 
compile data from the published sources. The former is reliable per se but the latter 
can be relied upon only by examining the following factors :— 

 
(i) source from which they have been obtained; 

 
(ii) their true significance; 

 
(iii) completeness and 

 
(iv) method to collection. 

In addition to the above factors, there are other factors to be considered while 
making choice between the primary or secondary data : 
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(i) Nature and scope of enquiry. 

 
(ii) Availability of time and money. 

 
(iii) Degree of accuracy required and 

 
(iv) The status of the investigator i.e., individual, Pvt. Co., Govt. etc. 

 
However, it may be pointed out that in certain investigations both primary and 
secondary data may have to be used, one may be supplement to the other. 

 
Methods of Collection of Primary Data 

 
The primary methods of collection of statistical information are the following : 

 
1. Direct Personal Observation, 

 
2. Indirect Personal Observation, 

 
3. Schedules to be filled in by informants 

 
4. Information from Correspondents, and 

 
5. Questionnaires in charge of enumerators 

 
The particular method that is decided to be adopted would depend upon the nature 
and availability of time, money and other facilities available to the investigation. 

1. Direct Personal Observation 

According to this method, the investigator obtains the data by personal observation. 
The method is adopted when the field of inquiry is small. Since the investigator is 
closely connected with the collection of data, it is bound to be more accurate.  
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Thus, for example, if an inquiry is to be conducted into the family budgets and giving 
conditions of industrial labour, the investigation himself live in the industrial area as 
one of the industrial workers, mix with other residents and make patience and careful 
personal observation regarding how they spend, work and live. 

 2. Indirect Personal Observation 

 
According to this method, the investigator interviews several persons who are either 
directly or indirectly in possession of the information sought to be collected. It may 
be distinguished form the first method in which information is collected directly from 
the persons who are involved in the inquiry. In the case of indirect personal 
observation, the persons from whom the information is being collected are known as 
witnesses or informants. However it should be ascertained that the informants really 
passes the knowledge and they are not prejudiced in favour of or against a particular 
view point. This method is adopted in the following situations : 

 
1. Where the information to be collected is of a complete nature. 

 
2. When investigation has to be made over a wide area. 

 
3. Where the persons involved in the inquiry would be reluctant to part with the 
information. 

 
This method is generally adopted by enquiry committee or commissions appointed by 
government. 

3. Schedules to be filled in by the informants 

 
Under this method properly drawn up schedules or blank forms are distributed among 
the persons from whom the necessary figure are to be obtained. The informants 
would fill in the forms and return them to the officer incharge of investigation. The 
Government of India issued slips for the special enumeration of scientific and 
technical personnel at the time of census. These slips are good examples of schedules 
to be filled in by the informants. 

 
The merit of this method is its simplicity and lesser degree of trouble and pain for the 
investigator. Its greatest drawback is that the informants may not send back the 
schedules duly filled in. 
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4. Information from Correspondents 

 
Under this method certain correspondent are appointed in different parts of the field 
of enquiry, who submit their reports to the Central Office in their own manner. For 
example, estimates of agricultural wages may be periodically furnished to the 
Government by village school teachers. 

 
The local correspondents being on the spot of the enquiry are capable of giving 
reliable information. 

 
But it is not always advisable to place much reliance on correspondents, who have 
often got their own personal prejudices. However, by this method, a rough and 
approximate estimate is obtained at a very low cost. This method is also adopted by 
various departments of the government in such cases where regular information is to 
be collected from a wide area. 

 
Questionnaire incharge of Enumerations 

 
A questionnaire is a list of questions directly or indirectly connected with the work of 
the enquiry. The answers to these questions would provide all the information sought. 
The questionnaire is put in the charge of trained investigators whose duty is to go to 
all persons or selected persons connected with the enquiry. This method is usually 
adopted in case of large inquiries. The method of collecting data is relatively cheap. 
Also the information obtained is that of good quality. 
The main drawback of this method is that the enumerator (i.e., investigator in charge 
of the questionnaire) may be a biased one and may not enter the answer given by the 
information. Where there are many enumerators, they may interpret various terms in 
questionnaire according to their whims. To that extent the information supplied may 
be either inaccurate or inadequate or not comparable. This drawback can be removed 
to a great extent by training the investigators before the enquiry begins. The meaning 
of different questions may be explained to them so that they do not interpret them 
according to their whims. 

Drafting the Questionnaire 

 
The success of questionnaire method of collecting information depends on the proper 
drafting of the questionnaire. It is a highly specialized job and requires great deal of 
skill and experience. However, the following general principle may be helpful in 
framing a questionnaire : 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                    COURSE NAME: STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: I                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 14/48 
 

 
1. The number of the questions should be kept to the minimum fifteen to twenty five 
may be a fair number. 

 
2. The questions must be arranged in a logical order so that a natural and 
spontaneous reply to each is induced. 

 
3. The questions should be short, simple and easy to understand and they should 
convey one meaning. 

 
4. As far as possible, quotation of a personal and pecuniary nature should not be 
asked. 

 
5. As far as possible the questions should be such that they can be answered briefly in 
‘Yes’ or ‘No’, or in terms of numbers, place, date, etc. 

 
6. The questionnaire should provide necessary instructions to the Informants. For 
instance, if there is a question on weight. It should be specified as to whether weight 
is to be indicated in lbs or kilograms. 

 
7. Questions should be objective type and capable of tabulation. 

 

Specimen Questionnaire 

 
We are giving below a specimen questionnaire of Expenditure Habits or Students 
residing in college Hostels. 

 
Name of Student ............................................ Class ............State and  
District of origin ............................ 
 
Age .............................. 
1. How much amount do you get from your father/guardian p.m. ? 
2. Do you get some scholarship ? If so, state the amount per month. 
3. Is there any other source from which you get money regularly ?  

(e.g. mother, brother or uncle). 
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4. How much do you spend monthly on the following items : 

                                                        Rs. 
College Tuition Fee                          ......... 
Hostel Food Expenses                       ........ 
Other hostel fees                             ........ 
Clothing                                          ........ 
Entertainment                                  ........ 
Smoking                                          ........ 
Miscellaneous                                   ........ 
                                                                                                             Total  ........ 

5. Do you smoke ? 

 
If so what is the daily expenditure on it ? 

 
6. Any other item on which you spend money ? 

 
Sources of Secondary Data 

There are number of sources from which secondary data may be obtained. They may 

 be classified as follow. : 

1. Published sources, and 

2. Unpublished sources. 

1. Published Sources The various sources of published data are : 
1. Reports and official publications of- 
(a) International bodies such as the International Monetary Fund, International 
Finance Corporation, and United Nations Organisation. 
 
(b) Central and State Governments- such as the Report of the Patel Committee, etc. 
 
2. Semi Official Publication. Various local bodies such as Municipal Corporation, and 
Districts Boards. 
3. Private Publication of— 
(a) Trade and professional bodies such as the Federation of India, Chamber of 
Commerce and Institute of Chartered Accountants of India. 
(b) Financial and Economic Journals such as “Commerce”, ‘Capital’ etc. 
(c) Annual Reports of Joint Stock Companies. 
(d) Publication brought out by research agendas, research scholars, etc. 
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2. Unpublished Sources 
There are various sources of unpublished data such as records maintained by various 
government and private offices, studies made by research institutions, scholars, etc., 
such source can also be used where necessary. 
 
Census and Sampling Techniques of Collection of Data 
There are two important techniques of Data collection, (i) Census enquiry implies 
complete enumeration of each unit of the universe, (ii) In a sample survey, only a 
small part of the group, is considered, which is taken as representative. For example 
the population census in India implies the counting of each and every human being 
within the country. 
 
In practice sometimes it is not possible to examine every item in the population. Also 
many a time it is possible to obtain sufficiently accurate results by studying only a 
part of the “population”. For example, if the marks obtained in statistics by 10 
students in an examination are selected at random, say out of 100, then the average 
marks obtained by 10 students will be reasonably representative of the average marks 
obtained by all the 100 students. In such a case, the populations will be the marks of 
the entire group of 100 students and that of 10 students will be a sample. 
 
Objects of Sampling 
1. To get as much information as possible of the whole universe by examining only a      
    part of it. 
2. To determine the reliability of the estimates. This can be done by drawing    
    successive samples from the some parent universe and comparing the results  
    obtained from different samples. 
Advantages of Census Method 
1. As the entire ‘population’ is studied, the result obtained are most correct. 
2. In a census, information is available for each individual item of the population  
    which is not possible in the case of a sample. Thus no information is sacrificed     
    under the census method. 
3. If data are to be secured only from a small fraction of the aggregate, their  
    completeness and accuracy can be ensured only by the census method, since    
    greater attention thereby is given to each item. 
4. The census mass of data being taken into consideration all the characteristics of  
     the ‘population’ is maintained in original. 
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Disadvantages of Census Method 
 
1. The cost of conducting enquiry by the census method is very high as the whole  
    universe is to be investigated. 
2. The census method is not practicable in very big enquiries due to the  
     inconvenience of individual enumeration. 
3. In the cases of very big enquiries, the census method can be resorted to by the  
    government agencies only. The application of this method is limited to those who  
    are having adequate financial resources and other facilities at their disposal. 
4. As all the items in the universe are to be enumerated, there is a need for training  
    of staff and investigators. Sometimes it becomes very difficult to maintain     
    uniformity of standards, when many investigators are involved. Individual  
    preferences and prejudices are there and it becomes very difficult to avoid bias in  
    such type of enquiries. 
 
Advantages of Sampling Method 
 
1. Sample method is less costly since the sample is a small fraction of the total    
    population. 
2. Data can be collected and summarized more quickly. This is a vital consideration  
    when the information is urgently needed. 
3. A sample produces more accurate results than are ordinarily practicable on a  
    complete enumeration. 
4. Personnel of high quality can be employed and given intensive training as the  
    number of much personnel would not be very large. 
5. A sample method is not restricted to the Government agencies. Even private  
    agencies can use this method as the financial burden is not heavy. It is much more  
   economical than the census method. 
 
Disadvantages of Sampling Method 
 
1. In a census, information is available for each individual item of the population  
   which is not possible in the case of a sample. Some information has to be sacrificed. 
 
2. If data are to be secured only from a small fraction of the aggregate, their             
    completeness and accuracy can be ensured only through the census method, since    
    greater attention thereby is given to each item. 
 
3. In using the technique of sampling, the investigator may not choose a  
   representative sample. The aim of sampling is that it should afford a sufficiently   
   accurate picture of a large group without the need for a complete enumeration of  
   all the units of the group.  
 
 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                    COURSE NAME: STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: I                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 18/48 
 

If the sample chosen is not representative of the group,   the very object of sampling 
is defeated. 
 
4. The sampling technique is based upon the fundamental assumption that the 
population to be sampled is homogenous. It is not so, the sampling method should not 
be adopted unless the population is first divided into groups or “strata” before the 
selection of the sample is made. 
 
Principle of sampling 
 
There are two important principles on which the theory of sampling is based ; 
 
1. Principle of Statistical Regularity,and 
2. Principle of ‘Intertia of Large Numbers’ 
 
1. Principle of Statistical Regularity 
 
This principle points out that if a sample is taken at random from a population. It is 
likely to possess almost the same characteristics as that of the population. By random 
selection, we mean a selection where each and every item of the population has an 
equal chance of being selected in the sample. In other words, the selection must not 
be made by deliberate exercise of one’s discretion. A sample selected in this manner 
would be representative of the population. For example, if one intends to make a 
study of the average weight of the students of Delhi University, it is not necessary to 
take the weight of each and every student. A few students may be selected at random 
from every college, their weights taken and the average weight of the University 
students in general may be inferred. 
 
2. Principle of Intertia of Large Numbers 
 
This principle is a corollary of the principle of statistical regularity. This principle is 
that, other things being equal, larger the size of the sample, more accurate the 
results are likely to be. This is because large numbers are more stable as compared to 
small ones. For example, if a coin is tossed 10 time we should expect an equal 
number of heads and tails, i.e., 5 each. But since the experiment is tried a small 
number of items it is likely that we may not get exactly 5 heads and 5 tails. The result 
may be a combination of 9 heads and 1 tail or 8 heads and 2 tails or 7 heads and 3 
tails etc. If the same experiment is carried out 1,000 times the chance of getting 500 
heads and 500 tails would be very higher. The basic reason for such likelihood is that 
the experiment has been carried out a sufficiently large number of time and 
possibility of variations in one direction compensates for others. 
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Method of Sampling 
 
The various methods available for sampling are : 
 
(i) Conscious or Deliberate or Purposive Sampling. 
 
(ii) Random Sampling or Chance Selection. 
 
(iii) Stratified Sampling. 
(iv) Systematic Sampling. 
 
(v) Multi-stage Sampling. 
 
(i) Purposive Sampling 
 
Purposive sampling is representative sampling by analyzing carefully the universe 
enquiry and selecting only those which seem to be most representatives of the 
characteristics of the universe. If economic conditions of people living in a state are 
to be studied according to this method, then a few villages and towns may be 
purposively selected so that intensive study on the principle that they shall be 
representative of the entire state. 
 
Thus the purposive sampling is a purposive selection by the investigator that depends 
on the nature and purpose of the enquiry. This method is very much exposed to the 
dangers of personal prejudices. Also there is a possibility of certain wrong cases being 
included in the data under collection, consciously or unconsciously. 
However, it may be noted that this method gives a very representative sample data 
provided neither bias nor prejudices influence the process of data selection. 
 
(ii) Random Sampling 
 
In order to avoid the danger of personal bias and prejudices, a random sample is 
adopted. Under this method every item in the universe is given equal chance of being 
included in the sample. A random sample is the simplest type of sample. For obtaining 
such sample, a certain number of units are selected at random from the universe. But 
this sampling technique is based upon the fundamental assumption 
that the population to be swapped is homogenous. If it is not so, then the stratified 
sampling is adopted. 
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(iii) Stratified Sampling 
 
Under this method, the population is first sub-divided into groups or “strata” before 
the selection of the samples is made. This is done to achieve homogeneity within each 
group or “stratum”. A stratified sample is nothing but a set of random samples of a 
number of sub-populations, each representing a single group. The major advantage of 
such a stratification is that the several sub-divisions of the population which are 
relevant for purpose of inquiry are adequately represented. 
 
(iv) Systematic Sampling 
 
This method is used where complete list of the population from which sample is to be 
drawn is available. The method is to select every rth item*, from the list where ‘r’ 
refers to the sampling interval. The first item between the first and the rth is 
selected as random. For example, if a list of 500 students of a college is available and 
if we want to draw a sample of 100, we must select every fifth item (i.e., r = 5). The 
first item between one and five shall be selected at random. Suppose it comes out to 
be 4. Now we shall add five and obtain numbers of the desired sample. Thus the 
second item would be the 9th students; the third 14th students; the fourth 19 
students; and so on. 
 
Sampling interval or r = size of the universe 
 
                                   size of the sample 
 
 
This method is more convenient to adopt than the random sampling or stratified 
sampling method. The time and work involved are relatively smaller. But the main 
drawback of this method is that systematic samples an not always random samples. 
 
(v) Multi-Stage Sampling 
 
As the name implies this method refers to a sampling procedure which is carried out 
in several stages. At first stage, the first stage units are sampled by some statistical 
method, such as random sampling. Then a sample of second stage units is selected 
from each of the selected first units. Further stages may be added as required. 
This method introduces flexibility in the sampling method which is lacking in the 
other methods. However, a multi-stage sample is less accurate than sample 
containing the same numbers of final stage units which have been selected by some 
suitable single stage process. 
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DIAGRAMMATIC AND GRAPHIC REPRESENTATION OF DATA: 

Importance of Diagrams  

1. They are attractive and hence diagrams and graphs are commonly used in newspapers and 
magazines for the purpose of advertisements and campaign.  

2. They give bird’s eye view of the entire data at a glance.  

3. They can be easily understood by common man.  

4. They can be remembered for a longer period of time. 

 5. They facilitate comparison.  

RULES FOR CONSTRUCTING DIAGRAMS AND GRAPHS  

1. Serial number: Every diagram or graph must have a serial number. It is necessary to 
distinguish one from the other.  

2. Title: Title must be given to every diagram or graph. From the title one can know the idea 
contained in it. The title should be brief and self-explanatory. It is usually placed at the top.  

3. Proper size and scale: A diagram or graph should be of normal size and drawn with proper 
scale. The scale in a graphs specifies the size of the unit.  

4. Cleanliness: Diagrams must be as simple as possible. Further they must be quite neat and 
clean. They should also be descent to look at. 

 5. Index: Every diagram or graph must be accompanied by an index. This illustrates different 
types of lines, shades or colors used in the diagram.  

6. Footnote: Foot notes may be given at the bottom of a diagram if necessary. It clarifies certain 
points in the diagram. 

 

 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                    COURSE NAME: STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: I                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 22/48 
 

 TYPES OF DIAGRAMS  

Diagrams may be one-dimensional or two dimensional. In one-dimensional we have bar 
diagrams. In two dimensional we have pie diagram. Simple bar diagram, component bar 
diagram, sub-divided bar diagram and percentage bar diagram are different bar diagrams.   

Simple bar diagram: Simple bar diagram is drawn when items are to be compared with respect 
to a single characteristic. A rectangular bar is constructed with height proportional to the 
magnitude of the items.   

Multiple bar diagram: Multiple bar diagrams are drawn when we have two or more sets of 
comparable values.  Component (sub-divided) bar diagram:  

Component bar diagrams are used when two or more characteristics are observed on a unit. 
Each bar is proportionally subdivided.   

Component pie diagram: It is drawn when data have magnitudes for two or more 
components.Circles with area proportional to magnitudes are drawn to represent the total 
magnitude. Then circles are divided sector-wise according to the magnitude of the components. 

 GRAPHS FOR PRESENTING FREQUENCY DISTRIBUTION  

1. Histogram: The frequency distribution is represented by a set of rectangular bars with area 
proportional to class frequency. If the class intervals have equal width then the variable is taken 
along X-axis and frequency along Y-axis and a rectangle is constructed.  

2. Frequency polygon: The mid values of class intervals are plotted against frequency of the 
class interval. These points are joined by straight lines and hence the frequency polygon is 
obtained.  

3. Frequency curve: First we draw histogram for the given data. Then we join the mid points of 
the rectangles by a smooth curve. Total area under frequency curve represents total frequency. 
They are the most useful form of frequency distribution.  

4. Ogives: Ogive is obtained by drawing the graph of a cumulative frequency distribution. 
Hence, ogives are also called as cumulative frequency curves. Since a cumulative frequency 
distribution can be of 'less than' or 'greater than' type, we have less than and greater than type 
of ogives. Since a cumulative frequency distribution can be of 'less than' or 'greater than' type, 
we have less than and greater than type of ogives.  
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a) Less than ogive: Variables are taken along X-axis and less than cumulative frequencies are   
taken along Y-axis. Less than cumulative frequencies are plotted against upper limit of class 
interval and joined by a smooth-curve. 

 b) More than ogive: More than cumulative frequencies are plotted against lower limit of the 
class-interval and joined by a smooth-curve. 

 From the meeting point of these two ogives if we draw a perpendicular to X-axis, the point 
where it meets X-axis gives median of the distribution.  

DIFFERENCE BETWEEN DIAGRAMS AND GRAPHS  

DIAGRAMS  

We are too well aware of the use of diagrams to explain information and facts that are 
presented in the form of text. If you need to explain the parts of a machine or the principle of 
its working, it becomes difficult to make one understand the concept through text only. This is 
where diagrams in the form of sketches come into play. Similarly, diagrams are made heavy use 
of in biology where students have to learn about different body parts and their functions. Visual 
representation of concepts through diagrams has better chances of retention in the memory of 
students than presenting them in the form of text. 

 Diagrams are resorted to right from the time a kid enters a school as even alphabets are 
presented to him in a more interesting and attractive manner with the help of diagrams.  

GRAPHS 

 Whenever there are two variables in a set of information, it is better to present the 
information using graphs as it makes it easier to understand the data. For example, if one is 
trying to show how the prices of commodities have increased with respect to time, a simple line 
graph would be a more effective and interesting way rather than putting all this information in 
the form of text which is hard to remember whereas even a layman can see how prices have 
gone up or down in relation to time. 

General Principles of Graphic Representation: 

There are some algebraic principles which apply to all types of graphic representation of 

data. In a graph there are two lines called coordinate axes.  
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One is vertical known as Y axis and the other is horizontal called X axis.    These two 

lines are perpendicular to each other. Where these two lines intersect each other is 

called ‘0’ or the Origin. On the X axis the distances right to the origin have positive value 

and distances left to the origin have negative value. On the Y axis distances above the 

origin have a positive value and below the origin have a negative value. 

  

 

 

Methods to Represent a Frequency Distribution: 

Generally four methods are used to represent a frequency distribution graphically. 

These are Histogram, Smoothed frequency graph and Ogive or Cumulative frequency 

graph and pie diagram. 

1. Histogram: 

Histogram is a non-cumulative frequency graph, it is drawn on a natural scale in which 

the representative frequencies of the different class of values are represented through 

vertical rectangles drawn closed to each other. Measure of central tendency, mode can 

be easily determined with the help of this graph. 
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How to draw a Histogram: 

Step—1: 

Represent the class intervals of the variables along the X axis and their frequencies 

along the Y-axis on natural scale. 

Step—2: 

Start X axis with the lower limit of the lowest class interval. When the lower limit 

happens to be a distant score from the origin give a break in the X-axis n to indicate that 

the vertical axis has been moved in for convenience. 

Step—3: 

Now draw rectangular bars in parallel to Y axis above each of the class intervals with 

class units as base: The areas of rectangles must be proportional to the frequencies of 

the corresponding classes. 

 

Solution: 
In this graph we shall take class intervals in the X axis and frequencies in the Y axis.  
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Before plotting the graph we have to convert the class into their exact limits. 
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Advantages of histogram: 

1. It is easy to draw and simple to understand. 

2. It helps us to understand the distribution easily and quickly. 

3. It is more precise than the polygene. 

Limitations of histogram: 

1. It is not possible to plot more than one distribution on same axes as histogram. 

2. Comparison of more than one frequency distribution on the same axes is not possible. 

3. It is not possible to make it smooth. 
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Uses of histogram: 

1. Represents the data in graphic form. 

2. Provides the knowledge of how the scores in the group are distributed. Whether the 

scores are piled up at the lower or higher end of the distribution or are evenly and 

regularly distributed throughout the scale. 

3. Frequency Polygon. The frequency polygon is a frequency graph which is drawn by 

joining the coordinating points of the mid-values of the class intervals and their 

corresponding frequencies. 

Let us discuss how to draw a frequency polygon: 

Step-1: 

Draw a horizontal line at the bottom of graph paper named ‘OX’ axis. Mark off the exact 

limits of the class intervals along this axis. It is better to start with c.i. of lowest value. 

When the lowest score in the distribution is a large number we cannot show it 

graphically if we start with the origin. Therefore put a break in the X axis () to indicate 

that the vertical axis has been moved in for convenience. Two additional points may be 

added to the two extreme ends. 

Step-2: 

Draw a vertical line through the extreme end of the horizontal axis known as OY axis. 

Along this line mark off the units to represent the frequencies of the class intervals. The 

scale should be chosen in such a way that it will make the largest frequency (height) of 

the polygon approximately 75 percent of the width of the figure. 
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Step-3: 

Plot the points at a height proportional to the frequencies directly above the point on the 

horizontal axis representing the mid-point of each class interval. 

Step-4: 

After plotting all the points on the graph join these points by a series of short straight 

lines to form the frequency polygon. In order to complete the figure two additional 

intervals at the high end and low end of the distribution should be included. The 

frequency of these two intervals will be zero. 

Illustration: 

Draw a frequency polygon from the following data: 
 

 

Solution: 

In this graph we shall take the class intervals (marks in mathematics) in X axis, and 

frequencies (Number of students) in the Y axis. Before plotting the graph we have to 

convert the c.i. into their exact limits and extend one c.i. in each end with a frequency of 

O. 
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Class intervals with exact limits: 
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Advantages of frequency polygon: 

1. It is easy to draw and simple to understand. 

2. It is possible to plot two distributions at a time on same axes. 

3. Comparison of two distributions can be made through frequency polygon. 

4. It is possible to make it smooth. 

Limitations of frequency polygon: 

1. It is less precise. 

2. It is not accurate in terms of area the frequency upon each interval. 

Uses of frequency polygon: 

1. When two or more distributions are to be compared the frequency polygon is used. 

2. It represents the data in graphic form. 

3. It provides knowledge of how the scores in one or more group are distributed. 

Whether the scores are piled up at the lower or higher end of the distribution or are 

evenly and regularly distributed throughout the scale. 

2. Smoothed Frequency Polygon: 

When the sample is very small and the frequency distribution is irregular the polygon is 

very jig-jag. In order to wipe out the irregularities and “also get a better notion of 

how the figure might look if the data were more numerous, the frequency 

polygon may be smoothed.” 
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In this process to adjust the frequencies we take a series of ‘moving’ or ‘running’ 

averages. To get an adjusted or smoothed frequency we add the frequency of a class 

interval with the two adjacent intervals, just below and above the class interval. Then 

the sum is divided by 3. When these adjusted frequencies are plotted against the class 

intervals on a graph we get a smoothed frequency polygon. 

Ogive or Cumulative Frequency Polygon: 

Ogive is a cumulative frequency graphs drawn on natural scale to determine the values 

of certain factors like median, Quartile, Percentile etc. In these graphs the exact limits of 

the class intervals are shown along the X-axis and the cumulative frequencies are shown 

along the Y-axis. Below are given the steps to draw an ogive. 

Step—1: 

Get the cumulative frequency by adding the frequencies cumulatively, from the lower 

end (to get a less than ogive) or from the upper end (to get a more than ogive). 

Step—2: 

Mark off the class intervals in the X-axis. 

Step—3: 

Represent the cumulative frequencies along the Y-axis beginning with zero at the base. 

Step—4: 

Put dots at each of the coordinating points of the upper limit and the corresponding 

frequencies. 
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Step—5: 

Join all the dots with a line drawing smoothly. This will result in curve called ogive. 

Illustration No. 7.5: 

Draw an ogive from the data given below: 

 

Solution: 

To plot this graph first we have to convert, the class intervals into their exact limits. 

Then we have to calculate the cumulative frequencies of the distribution. 

 

Now we have to plot the cumulative frequencies in respect to their corresponding class-

intervals. 
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Ogive plotted from the data given above: 

 

Uses of Ogive: 

1. Ogive is useful to determine the number of students below and above a particular 

score. 

2. When the median as a measure of central tendency is wanted. 

3. When the quartiles, deciles and percentiles are wanted. 

4. By plotting the scores of two groups on a same scale we can compare both the groups. 

4. The Pie Diagram: 

Figure given below shows the distribution of elementary pupils by their academic 

achievement in a school. Of the total, 60% are high achievers, 25% middle achievers and 

15% low achievers. The construction of this pie diagram is quite simple. 
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 There are 360 degree in the circle. Hence, 60% of 360′ or 216° are counted off as shown 

in the diagram; this sector represents the proportion of high achievers students. 

Ninety degrees counted off for the middle achiever students (25%) and 54 degrees for 

low achiever students (15%). The pie-diagram is useful when one wishes to picture 

proportions of the total in a striking way. Numbers of degrees may be measured off “by 

eye” or more accurately with a protractor. 

 

Uses of Pie diagram: 

1. Pie diagram is useful when one wants to picture proportions of the total in a striking 

way. 

2. When a population is stratified and each strata is to be presented as a percentage at 

that time pie diagram is used. 
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HISTOGRAM 

A histogram is a graph of the frequency distribution in which the vertical axis represents the 
count (frequency) and the horizontal axis represents the possible range of the data values. 
The histogram is widely used and needs little explanation. 

Once a study has been designed and data collected, researchers begin to SUMMARIZE their 
data. Data may be summarized by plotting figures and computing certain summary measures to 
obtain important information about the data. 

STATISTIC : A summary measure computed from the data. 

Recall : Every data point is the value of the response VARIABLE measured on a unit. So we 
should think of variable as the quantity that takes different values for different individuals. 

Examples: gender, color of eyes, weight, bacteria count. 

There are two types of variables, dependant upon on their possible values: qualitative 
(categorical) quantitative (numerical). Quantitative variables are further divided into discrete 
and continuous. 

 

A qualitative variable places an individual into one of several groups or categories. Such 
variables are also called categorical variables. 

The variable gender has two possible values male and female. 
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The variable major has numerous values such as Mathematics, Biology, Physics, Economics, 
Chemistry. 

A quantitative variable takes numerical values for which arithmetic operations (such as adding 
and averaging) make sense. Quantitative variables are also called numerical variables. 

NOTE: If unsure on how to classify a variable, question how it can be affected mathematically. 
We cannot average gender or major, therefore they are qualitative variables 

Quantitative variables are divided into discrete and continuous: 

Discrete quantitative variable takes on values which are spaced, i.e, for two adjacent values, 
there is no value that goes between them. 

Continuous quantitative variable take values in a given interval. For ANY two values of the 
variable, we can always find another value that can go between the two. 

Variables such as weight, time, and distance are continuous. 

NOTE: The variable salary is continuous but essentially discrete if all salaries are rounded to the 
whole dollar 

Classify each of the following variables as qualitative or quantitative (discrete or continuous): 

Color of eyes. Qualitative 

Blood pressure quantitative 

Weight (in lb) quantitative 

Residence (country) qualitative 

Number of patients under a treatment quantitative 

Zip code qualitative 
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OGIVE  

An ogive graph is a plot used in statistics to show cumulative frequencies. It allows us to quickly 
estimate the number of observations that are less than or equal to a particular value.  
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Solved Example 

Question: For the data given below, construct a less than cumulative frequency table and plot its 
ogive. 
 

Marks  0 - 10  10 - 20   20 - 30   30 - 40  40 - 50    50 - 60   60 - 70   70 - 80   80 - 90  90 -100  

Frequency     3      5     6     7      8     9     10     12     6     4 

 
Solution: 

    Marks         Frequency      Less than cumulative frequency   

      0 - 10           3                 3 

    10 - 20           5                 8 

    20 - 30           6                14 

    30 - 40           7                21 

    40 - 50           8                29 

    50 - 60           9                38 

    60 - 70          10                48 

    70 - 80          12                60 

    80 - 90           6                66 

    90 - 100           4                70 

 
Plot the points having abscissa as upper limits and ordinates as the cumulative frequencies (10, 3), 
(20, 8), (30, 14), (40, 21), (50, 29), (60,38), (70, 48), (80, 60), (90, 66), (100, 70) and join the points 
by a smooth curve. 
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 For the data given below, construct a more than cumulative frequency table and plot its ogive. 
 

Marks  0 - 5    5 - 10 10 -15  15 - 20 20 - 25  25 - 30   30 - 35  35 - 40   40 - 45   45 - 50  
Frequency   3  5  7  8  10  11  14  19  15  13 
 
Solution: 

Marks  Frequency  More than cumulative frequency  
  0 - 5  3  95  
  5 - 10  5  95 - 3 = 92 
 10 -15   7  92 - 5 = 87 
 15 - 20   8  87 - 7 = 80 
 20 - 25  10  80 - 8 = 72 
 25 - 30   11  72 - 10 = 62 
 30 - 35   14  62 - 11 = 51 
 35 - 40   19  51 - 14 = 37 
 40 - 45   15  37 - 19 = 18 
 45 - 50  13  18 - 15 = 3 
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On the graph, plot the points (0, 95), (5, 92), (10, 87), (15, 80), (20, 72), (25, 62), 
(30, 51), (35, 37), (40, 18), (45, 3) and join the points by a smooth curve. 

 
Question 2: Draw 'more than' and 'less than' ogive curves for the following data: 
 

Class Interval  
 15 - 
20  

 20 - 
25  

 25 - 
30  

 30 - 
35  

 35 - 
40  

 40 - 
45  

 45 - 
50  

 50 -
55  

 55 - 
60  

 60 - 
65  

 65 -
70  

70 - 
75  

Frequency    2     5     8      10      13     17     20    16    12    18    19   20 
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Solution: 
Let us calculate cumulative frequencies as follows: 
 

 Class Interval  Frequency  
 Less than 
cumulative frequency 

 More than cumulative 
frequency  

 15 - 20          2                      2                          155 
 20 - 25          5                     2 + 5 = 7                 155 - 2 = 153 
 25 - 30         8                     7 + 8 = 15                 153 - 5 =  148 
 30 - 35        10                     15 + 10 = 25                 148 - 8 = 140 
 35 - 40        13                     25 + 13 = 38                 140 - 10 = 130 
 40 - 45        17                    38 + 17 =  55                 130 - 13 = 117 
 45 - 50        20                    55 + 20 =  75                 117 - 17 = 100 
 50 -55         16                    75 + 16 =  91                 100 - 20 = 80 
 55 - 60        12                    91 + 12 = 103                   80 -16 = 64 
 60 - 65        15                    103 + 15 =  118                   64 - 12 =  52 
 65 - 70        17                    118 + 17 =  135                   49 - 15 = 37 
 70  - 75        20                     135 + 20 = 155                   32 - 17 = 20 
 
Less than ogive: 
For less than ogive, plot the points, (20, 2), (25, 7), (30, 15), (35, 25), (40, 38), (45, 55), (50, 75), 
(55, 91), (60, 103), (65, 118), (70, 135), (75, 155) and join the points by a smooth curve. 
 
Less than ogive plot for the given data is as follows: 
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More than ogive: 
For more than ogive, plot the points, (15, 155), (20, 153), (25, 148), (30, 140), (35, 130), (40, 117), (45, 100), (50, 
80), (55, 64), (60, 52), (65, 37), (70, 20) and join the points by a smooth curve. 
 
More than ogive plot for the given data is as follows: 
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POSSIBLE QUESTIONS 

PART-B(TWO MARKS) 

1.Define classification. 
2.Define Characteristics of classification. 
3.Define Types of Diagrams. 
4.Define objects of Classification. 
5.Define Mutually exclusive. 

PART-C (FIVE MARKS) 
1.Define types of classification. 
2.prepare a frequency table for the following data with width of each class interval as 10.Use 

exclusive   method of classification. 
57 44 80 75 00 18 45 14 04 64 
72 51 69 34 22 83 70 20 57 28 
96 56 50 47 10 34 61 66 80 46 
22 10 84 50 47 73 42 33 48 65 
10 34 66 53 75 90 58 46 39 69 

 
3.Difference between classification and Tabulation. 
4.The following data relate to the monthly expenditure (in rupees) of two families A and B: 

 Expenditure (in Rs.) 
Items of 
Expenditure  

Family A Family B 

Food 1600 1200 
clothing 800 600 
Rent 600 500 
Light and Fuel 200 100 
Miscellaneous 800 600 

Represent the above data by a suitable percentage diagram 
5.Describe about limitations of statistics. 
6.A firm reported that its net worth in the year 1998-99 to 2002-03 was as follows: 

Year 1998-99 1999-00 2000-01 2001-02 2002-03 
Net worth 100 112 120 133 147 

   Plot the above data in the form of a semi graph. 
7.Define Rules of Classification. 
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8.Draw a histogram for the following data : 

Variable  100-110 110-120 120-130 130-140 140-150 150-160 160-170 
Frequency  11 28 36 49 33 20 8 

 
9.Describe the Types of Diagram. 
 
10.Describe Diagrammatic and graphic representation of data. 
 
 

PART-D(TEN MARKS) 

1.Describe about general Rule of tabulation. 
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UNIT – II  
 

SYLLABUS  
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Measures of Central Tendency and Dispersion: Introduction, Objectives of 
statistical average, Requisites of a Good Average, Statistical Averages - 
Arithmetic mean -  Properties of arithmetic mean - Merits and demerits of 
arithmetic mean ,Median - Merits and demerits of median , Mode - Merits 
and demerits of mode , Geometric Mean , Harmonic Mean ,  Positional 
Averages , Dispersion – Range - Quartile deviations, Mean deviation 
,Standard Deviation -Properties of standard deviation Coefficient of Variance 
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POSSIBLE QUESTIONS 

PART – B(TWO MARKS) 

1.Defien standard Deviation. 
2.Define Median. 
3.Define Mode. 
4.Find the range of weights of 7 students from the following 27,30,35,36,38,40,43. 
5.Find the mode for the following Data. 

850 750 600 825 850 725 600 850 640 530 
 

PART – C(FIVE  MARKS) 

1.Calculate the geometric mean for the following data: 

            x : 12 13 14 15 16 17 

 f :   5   4   4   3   2   1 

 

2.Find the standard deviation of the following distribution: 

      Age  :            20-25        25-30    30-35 35-40         40-45     45-50 

 No of persons:    170          110       80      45            40        35 

 

3.Calculate the Median for the following. 
Marks 45-50 40-45 35-40 30-35 25-30 20-25 15-20 10-15 5-10 
No.of students 10 15 26 30 42 31 24 15 7 

 

4.Calculate the quartile deviation for the data given below  

Daily Wages(Rs) 35-36 36-37 37-38 38-39 40-41 41-42 42-43 
No.of wage earners 14 20 42 54 45 21 8 

 
5.Calculate the  Geometric Mean for the following Continuous Frequency Distribution. 

Hourly Wages (in Rs.) 40 - 50  50 – 60 60 - 70 70 - 80 80 - 90 90 - 100 
Number of Employees 10 20 15 30 15 10 

 
6.Weekly Wages of a laborer are given below .Calculate Quartile Deviation and also the coefficient of    

Quartile Deviation 
Marks 10 20 30 40 50 60 Total 
No.of students   4 7 15 8 7 2 43 
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7.Calculate the mean and standard deviation for the following data.  
  X: 6 9 12 15 18 
  F:   7 12 13 10 8 
 
8.Calculate mean and Standard Deviation of following frequency distribution of marks. 

Marks 0-10 10-20 20-30 30-40 40-50 50-60 60-70 
No.of students 5 12 30 45 50 37 21 

 

9.Coefficient of variation of two series are 75% and 90% and their standard deviations are 15 and 18 
       respectively. Find their mean. 

 

PART – D(TEN MARKS) 

1.Find the interquartile range and the coefficient of quartile deviation from the following    data. 
Marks Above 0 10 20 30 40 50 60 70 80 
No.of 
students 

150 140 100 80 80 
70 30 14 0 
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UNIT – III 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Theory of Probability and Probability Distribution: Introduction - Definition of probability - 

Basic terminology used in probability theory,  Approaches to probability , Rules of 

Probability - Addition rule - Multiplication rule , Conditional Probability, Steps Involved in 

Solving Problems on Probability , Bayes’ Probability , Random Variables  . 

Introduction - Random variables , Probability Distributions - Discrete probability 

distributions - Continuous probability distributions , Bernoulli Distribution -  t,Binomial 

Distribution -  Poisson Distribution -  Normal Distribution  
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POSSIBLE QUESTIONS 

PART – B(TWO MARKS) 

1.What is the probability of  picking a card that was red or black? 
2.Define Poisson Distribution. 
3.Define Normal Distribution. 
4.Define Bernoulli Distribution. 
5.Define Bayes’ probability. 

PART – C(FIVE MARKS) 

1.A bag contains 10 white and 6 black balls. 4 balls are successively drawn out ant not  
   replaced. What is the probability that they are alternately of different colours? 
 
2.The incidence of occupational disease in an industry is such that the workmen have a 20%    

chance of suffering from it. What is the probability that out of six workmen, 4 or more  will 
contact the disease? 

 
3.Three horses A, B and C are in a race. A is twice as likely to win as B and B is as   likely to  
    win as C.What are the respective probability of winning?  
 
4.In a town 10 accidents took place in a span of 50 days. Assume that the number of   accidents 

per day follows the Poisson distribution; find the probability that there will be  three or more 
accidents in a day.  

 
5.Find the probability that at most 5 defective bolts will be found in a box of 200 bolts, if it  
   is known that 2 %  of such bolts are expected to be defective.( e - 4 = 0. 0183). 
 
 
6.12 coins are tossed. What are the probabilities in a single toss for getting,  

i)  9 or more heads 
ii) less than 3 heads 
iii) atleast 8 heads 
 

7.A  person is known to hit the target in 3 out of 4 shots, whereas another person is known to hit 
    the target in 2 out of 3 shot. Find the probability of the target being hit at all when they both 

try. 
 
8.Is there any inconsistency in the statement, the mean of binomial distribution is 20 and it    
   standard deviation 4? If no inconsistency is found what shall be the values of p, q and n. 
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PART – D(TEN MARKS) 

1.Find the probability that he value of an item drawn at random from a normal  
   distribution with mean 20 and standard deviation 10 will be between: 
   (a) 10 and 15 (b) -5 and 10 and      (c) 15 and 25 
 The relevant extract of the area table: 
 
 

 

 

0.5 1.0 1.5 2.0 2.5 
0.1915  0.3413

  
0.4332 0.4772 0.4938 
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UNIT – IV 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Testing of Hypothesis in Case of Large and Small Samples: Introduction – Large Samples – 

Assumptions , Testing Hypothesis - Null and alternate hypothesis - Selecting a Significance 

Level - Preference of type I error - Preference of type II error- Determine appropriate 

distribution, Two – Tailed Tests and One – Tailed Tests -  Two – tailed tests Classification of 

Test Statistics - Statistics used for testing of hypothesis - Test procedure  - How to identify 

the right statistics for the test , Introduction – small samples, ‘t’ Distribution , Uses of ‘t’ 

test,  Chi-Square - Applications of Chi-Square test - Tests for independence of attributes - 

Test of goodness of fit - Test for specified variance, F – Distribution and Analysis of 

Variance (ANOVA): Introduction, Analysis of Variance (ANOVA), Assumptions for F-test - 

Objectives of ANOVA - ANOVA table - Assumptions for study of ANOVA, Classification 

of ANOVA - ANOVA table in one-way ANOVA - Two way classifications. 

 Simple Correlation and Regression: Introduction , Correlation - Causation and Correlation - 

Types of Correlation -  Measures of Correlation - Scatter diagram - Karl Pearson’s 

correlation coefficient - Spearman’s Rank Correlation Coefficient. Regression - Regression 

analysis - Regression lines - Regression coefficient , Standard Error of Estimate ,  Multiple 

Regression Analysis , Reliability of Estimates , Application of Multiple Regressions 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                     COURSE NAME:STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: IV                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 2/67 
 

Hypothesis: 

A statistical hypothesis is an assumption that we make about a population parameter, 
which may or may not be true concerning one or more variables. 

According to Prof. Morris Hamburg “A hypothesis in statistics is simply a quantitative 
statement about a population”. 

Hypothesis testing: 

 Hypothesis testing is to test some hypothesis about parent population from which the 
sample is drawn. 

Example:  

 A coin may be tossed 200 times and we may get heads 80 times and tails 120 times, we 
may now be interested in testing the hypothesis that the coin is unbiased. 

To take another example we may study the average weight of the 100 students of a particular 
college and may get the result as 110lb. We may now be interested in testing the hypothesis that 
the sample has been drawn from a population with average weight 115lb. 

 Hypotheses are two types 

1. Null Hypothesis 
2. Alternative hypothesis 

Null hypothesis: 

 The hypothesis under verification is known as null hypothesis and is denoted by H0 and is 
always set up for possible rejection under the assumption that it is true. 

 For example, if we want to find out whether extra coaching has benefited the students or not, 
we shall set up a null hypothesis that “extra coaching has not benefited the students”. Similarly, 
if we want to find out whether a particular drug is effective in curing malaria we will take the 
null hypothesis that “the drug is not effective in curing malaria”. 
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Alternative hypothesis: 

 The rival hypothesis or hypothesis which is likely to be accepted in the event of rejection of 
the null hypothesis H0 is called alternative hypothesis and is denoted by H1 or Ha. 

 For example, if a psychologist who wishes to test whether or not a certain class of people 
have a mean I.Q. 100, then the following null and alternative hypothesis can be established. 

   The null hypothesis would be 

 

 

Then the alternative hypothesis could be any one of the statements. 
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Errors in testing of hypothesis: 

 After applying a test, a decision is taken about the acceptance or rejection of null hypothesis 
against an alternative hypothesis.  The decisions may be four types. 

1) The hypothesis is true but our test rejects it.(type-I error) 
2) The hypothesis is false but our test accepts it. .(type-II error) 
3) The hypothesis is true and our test accepts it.(correct) 
4) The hypothesis is false and our test rejects it.(correct) 

 

The first two decisions are called errors in testing of hypothesis. 

    i.e.1) Type-I error 

        2) Type-II error 

1) Type-I error: The type-I error is said to be committed if the null hypothesis (H0) is true but 
our test rejects it. 

2) Type-II error: The type-II error is said to be committed if the null hypothesis (H0) is false but 
our test accepts it. 

 

 

100:0 H
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Level of significance: 

  The maximum probability of committing type-I error is called level of significance and is 
denoted by .     

     = P (Committing Type-I error) 

            = P (H0 is rejected when it is true) 

This can be measured in terms of percentage i.e. 5%, 1%, 10% etc……. 

Power of the test: 

The probability of rejecting a false hypothesis is called power of the test and is denoted by 1 . 

Power of the test =P (H0 is rejected when it is false) 

         = 1- P (H0 is accepted when it is false) 

           = 1- P (Committing Type-II error)  

           = 1-   

 A test for which both   and   are small and kept at minimum level is 
considered desirable. 

 The only way to reduce both   and   simultaneously is by increasing sample 
size. 

 The type-II error is more dangerous than type-I error. 
Critical region: 

A statistic is used to test the hypothesis H0. The test statistic follows a known distribution. In a 
test, the area under the probability density curve is divided into two regions i.e. the region of 
acceptance and the region of rejection. The region of rejection is the region in which H0 is 
rejected. It indicates that if the value of test statistic lies in this region, H0 will be rejected. This 
region is called critical region. The area of the critical region is equal to the level of significance
 . The critical region is always on the tail of the distribution curve. It may be on both sides or 
on one side depending upon the alternative hypothesis. 
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One tailed and two tailed tests: 

A test with the null hypothesis 00 :  H against the alternative hypothesis 01 :  H , it is 

called a two tailed test. In this case the critical region is located on both the tails of the 
distribution. 

A test with the null hypothesis 00 :  H against the alternative hypothesis 01 :  H (right 

tailed alternative) or 01 :  H (left tailed alternative) is called one tailed test. In this case the 

critical region is located on one tail of the distribution. 

    00 :  H  against 01 :  H ------- right tailed test 

    00 :  H  against 01 :  H ------- left tailed test 

Sampling distribution: 

Suppose we have a population of size ‘N’ and we are interested to draw a sample of size ‘n’ from 
the population. In different time if we draw the sample of size n, we get different samples of 

different observations i.e. we can get n
N c possible samples. If we calculate some particular 

statistic from each of the n
N c samples, the distribution of sample statistic is called sampling 

distribution of the statistic. For example if we consider the mean as the statistic, then the 
distribution of all possible means of the samples is a distribution of the sample mean and it is 
called sampling distribution of the mean. 

Standard error: 

Standard deviation of the sampling distribution of the statistic t is called standard error of t. 

     i.e. S.E (t)= )(tVar  

Utility of standard error:  

1. It is a useful instrument in the testing of hypothesis. If we are testing a hypothesis at 5% 

l.o.s and if the test statistic i.e. 96.1
)(.

)(





tES

tEt
Z then the null hypothesis is rejected at 

5% l.o.s otherwise it is accepted.  
2. With the help of the S.E we can determine the limits with in which the parameter value 

expected to lie. 
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3. S.E provides an idea about the precision of the sample. If S.E increases the precision 

decreases and vice-versa. The reciprocal of the S.E i.e. 
ES.

1
is a measure of precision of a 

sample. 
4. It is used to determine the size of the sample. 

Test statistic: 

The test statistic is defined as the difference between the sample statistic value and the 
hypothetical value, divided by the standard error of the statistic. 

    i.e. test statistic 
)(.

)(

tES

tEt
Z


  

Procedure for testing of hypothesis: 

1. Set up a null hypothesis i.e. 00 :  H . 

2. Set up a alternative hypothesis i.e. 01 :  H  or 01 :  H  or 01 :  H  

3. Choose the level of significance i.e.  . 
4. Select appropriate test statistic Z. 
5. Select a random sample and compute the test statistic. 
6. Calculate the tabulated value of Z at  % l.o.s i.e. Z . 

7. Compare the test statistic value with the tabulated value at  % l.o.s. and make a decision 
whether to accept or to reject the null hypothesis. 

Large sample tests: 

 The sample size which is greater than or equal to 30 is called as large sample and the test 
depending on large sample is called large sample test. 

The assumption made while dealing with the problems relating to large samples are  

Assumption-1: The random sampling distribution of the statistic is approximately normal. 

Assumption-2: Values given by the sample are sufficiently closed to the population value and 
can be used on its place for calculating the standard error of the statistic. 
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Large sample test for single mean (or) test for significance of single mean: 

For this test  

                     The null hypothesis is 00 :  H        

 against the two sided alternative 01 :  H  

     where   is population mean 

      0  is the value of   

Let nxxxx .........,,.........,, 321  be a random sample from a normal population with mean  and 

variance 2  

i.e. if  2,~ NX  then  nNx
2

,~  ,  Where x be the sample mean 

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)(

xES

xEx 
~  1,0N  

        

n

x
Z




 ~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Note: if the population standard deviation is unknown then we can use its estimate s, which will 

be calculated from the sample.   


 2

1

1
xx

n
s . 
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Large sample test for difference between two means: 

If two random samples of size 1n  and 2n are drawn from two normal populations with means 1  

and 2 , variances 2
1 and 2

2  respectively 

Let 1x  and 2x be the sample means for the first and second populations respectively 

Then 1x ~ 







1

2
1

1 , nN  and 2x ~ 







2

2
2

2 , nN   

Therefore 1x - 2x ~ 









2

2
2

1

2
1

21 ,
nn

N


  

For this test  

                     The null hypothesis is 0: 21210  H      

   against the two sided alternative 211 :  H       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)()(

21

2121

xxES

xxExx




~  1,0N  

        
)(.

)()(

21

2121

xxES

xx
Z







~  1,0N  

    

2

2
2

1

2
1

21 )(

nn

xx
Z





 ~  1,0N  [since 21   =0 from H0] 

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  
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If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Note: If 2
1 and 2

2 are unknown then we can consider 2
1S  and 2

2S  as the estimate value of 
2

1 and 2
2 respectively.. 

Large sample test for single standard deviation (or) test for significance of standard 
deviation: 

Let nxxxx .........,,.........,, 321  be a random sample of size n drawn from a normal population with 

mean  and variance 2 ,  

 for large sample, sample standard deviation s follows a normal distribution with mean  and 

variance n2
2  i.e.  nNs 2,~

2  

For this test  

                     The null hypothesis is 00 :  H        

 against the two sided alternative 01 :  H       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)(

sES

sEs 
~  1,0N  

        

n

s
Z

2



 ~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  
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If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for difference between two standard deviations: 

If two random samples of size 1n  and 2n are drawn from two normal populations with means 1  

and 2 , variances 2
1 and 2

2  respectively 

Let 1s  and 2s be the sample standard deviations for the first and second populations respectively 

Then 1s ~ 







1

2
1

1 2, nN  and 2x ~ 







2

2
2

2 2, nN   

Therefore 1s - 2s ~ 









2

2
2

1

2
1

21 22
,

nn
N


  

For this test  

                     The null hypothesis is 0: 21210  H      

   against the two sided alternative 211 :  H     

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)()(

21

2121

ssES

ssEss




~  1,0N  

        
)(.

)()(

21

2121

ssES

ss
Z







~  1,0N  

    

2

2
2

1

2
1

21

22

)(

nn

ss
Z





 ~  1,0N  [since 21   =0 from H0] 
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Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for single proportion (or) test for significance of proportion: 

Let x is number of success in n independent trails with constant probability p, then x follows a 
binomial distribution with mean np and variance npq. 

In a sample of size n let x be the number of persons processing a given attribute then the sample 

proportion is given by 
n

x
p ˆ  

Then pnp
n

xE
nn

x
EpE 








1
)(

1
)ˆ(  

And 
n

pq
npq

n
xV

nn

x
VpV 








22

1
)(

1
)ˆ(  

n

pq
pES )ˆ(.  

For this test  

                     The null hypothesis is 00 : ppH         

 against the two sided alternative 01 : ppH   

      

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)ˆ(.

)ˆ(ˆ

pES

pEp 
~  1,0N  
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n

pq

pp
Z




ˆ
~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for single proportion (or) test for significance of proportion: 

let 1x and 2x   be the number of persons processing a given attribute in a random sample of size 

1n and 2n  then the sample proportions are  given by 
1

1
1ˆ

n

x
p  and 

2

2
2ˆ

n

x
p   

Then 11)ˆ( ppE   and 22 )ˆ( ppE   121 )ˆˆ( pppE  - 2p  

And 
1

11
1)ˆ(

n

qp
pV   and 

2

22
2 )ˆ(

n

qp
pV  

2

22

1

11
21 )ˆˆ(

n

qp

n

qp
ppV    

1

11
1)ˆ(.

n

qp
pES   and 

2

22
2 )ˆ(.

n

qp
pES  

2

22

1

11
21 )ˆˆ(.

n

qp

n

qp
ppES   

For this test  

                     The null hypothesis is 210 : ppH         

 against the two sided alternative 211 : ppH       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)ˆˆ(.

)ˆˆ(ˆˆ

21

2121

ppES

ppEpp




~  1,0N  
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   Z
)ˆˆ(.

)(ˆˆ

21

2121

ppES

pppp




~  1,0N  

                     Z

2

22

1

11

21 ˆˆ

n

qp

n

qp

pp




~  1,0N          

         Z

21

21 ˆˆ

n

pq

n

pq

pp




~  1,0N     Since 21 pp   from H0 

             Z













21

21

11

ˆˆ

nn
pq

pp
~  1,0N      

When p is not known p can be calculated by 
21

2211 ˆˆ

nn

pnpn
p




  and pq 1  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

 As   is unknown,  

  , 
222











n

s
zx

n

s
zx

n

s
zx   
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Step 2: If 0  falls into the above confidence intervals, then  

      do not reject 0H . Otherwise, reject 0H . 

Example 1: 

The average starting salary of a college graduate is $19000 according to government’s report. 
The average salary of a random sample of 100 graduates is $18800. The standard error is 800.   
Is the government’s report reliable as the level of significance is 0.05.    Find the p-value and test 
the hypothesis in  

(a) with the level of significance 01.0 .    The other report by some institute indicates that the 
average salary is $18900. Construct a 95% confidence interval and test if this report is reliable. 

 [solutions:] 

 (a)  

05.0 ,800 ,18800 ,100

 ,19000 :    vs.19000 : 000







sxn

HH a
 

Then,  

96.15.25.2

100
800

1900018800
025.0

2

0 





 zz

n
s

x
z 


. 

Therefore, reject 0H . 

(b)  

      01.00124.05.225.2value-p  ZPZPzZP  

Therefore, not reject 0H . 
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(c)  

 ,18900 :    vs18900 : 000   aHH  

A 95% confidence interval is  

 8.18956 ,2.186438096.118800
100

800
18800 025.0

2
 z

n

s
zx  . 

Since  8.18956 ,2.18643189000  , Therefore, not reject 0H . 

Example 2: 

A sample of 49 provides a sample mean of 38 and a sample standard deviation of 7. Let 

05.0 . Please test the hypothesis  

40:  .  40:0  uHvsuH a . 

based on  

(a) classical hypothesis test 
(b) p-value 
(c) confidence interval. 
[solution:] 

2

49
7

4038
  ,49  ,40  ,7  ,38 0

0 







n
s

ux
znusx

. 

(a) 

025.096.12 zz   

we reject 0H . 
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(b) 

     05.00456.0)9772.01(*22ZPzZPvaluep  

we reject 0H . 

(c) 

%95)%1(100    confidence interval is  

 96.39 ,04.3696.138
49

7
38 025.0

2
 z

n

s
zx  . 

Since  96.39 ,04.3640 , we reject 0H . 
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Hypothesis Testing for the Mean (Small Samples)  

For samples of size less than 30 and when   is unknown, if the population has a normal, or 

nearly normal, distribution, the t-distribution is used to test for the mean  . 

Using the t-Test for a Mean   when the sample is small  

Procedure Equations Example 4  
State the claim 
mathematically and 
verbally. Identify the null 
and alternative hypotheses 

State 0H and aH  16500:0 H  

16500: aH  

1250,15700,14  sxn  

Specify the level of 
significance 

Specify   05.0  

Identify the degrees of 
freedom and sketch the 
sampling distribution 

1.  nfd  13.. fd  

Determine any critical 
values. If test is left tailed, 
use One tail,   column 
with a negative sign. If test 
is right tailed, use One tail, 
  column with a positive 
sign. If test is two tailed, 
use Two tails,  column 
with a negative and positive 
sign. 

Table 5 (t-distribution) in 
appendix B 

The test is left-tailed. Since 
test is left tailed and 

13. fd , the critical value 

is 771.10 t  

Determine the rejection 
regions. 

The rejection region is 

0tt   
The rejection region is 

771.1t  

Find the standardized test 
statistic ns

xx
t

x



 



  

141250

1650015700
t 39.2  

Make a decision to reject or 
fail to reject the null 
hypothesis 

If t is in the rejection 
region, reject 0H , 

Otherwise do not reject 0H  

Since ,771.139.2   

reject 0H  

Interpret the decision in the 
context of the original 
claim. 

 Reject claim that mean is at 
least 16500. 

Chi-square Tests and then F -Distribution 

Goodness of Fit 
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DEFINITION :A chi-square goodness-of-fit test is used to test whether a frequency distribution 

fits an expected distribution. 

The test is used in a multinomial experiment to determine whether the number of results in each 

category fits the null hypothesis: 

0H : The distribution fits the proposed proportions 

1H : The distribution differs from the claimed distribution. 

To calculate the test statistic for the chi-square goodness-of-fit test, you can use observed 

frequencies and expected frequencies. 

DEFINITION The observed frequency O of a category is the frequency for the category 

observed in the sample data. 

The expected frequency E of a category is the calculated frequency for the category. Expected 

frequencies are obtained assuming the specified (or hypothesized) distribution. The expected 

frequency for the ith category is 

ii npE   

where n is the number of trials (the sample size) and ip  is the assumed probability of the ith 

category. 

The Chi-square Goodness of Fit Test: The sampling distribution for the goodness-of-fit test is a 

chi-square distribution with 1k  degrees of freedom where k is the number of categories. The 

test statistic is 

E

EO 2
2 )( 
  

where O represents the observed frequency of each category and E represents the expected 

frequency of each category. To use the chi-square goodness of fit test, the following must be 

true . 
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1. The observed frequencies must be obtained using a random sample. 

2. The expected frequencies must be 5 . 

 

Performing the Chi-Square Goodness-of-Fit Test (p 496) 
Procedure Equations Example (p 497) 
Identify the claim. State the 
null and alternative 
hypothesis. 

State 0H and 1H  0H : 

Classical 4% 
Country 36% 
Gospel 11% 
Oldies 2% 
Pop 18% 
Rock 29% 

Specify the significance 
level 

Specify   01.0  

Determine the degrees of 
freedom 

d.f. = #categories - 1 516.. fd  

Find the critical value 2
 : Obtain from Table 

6 Appendix B 

086.15)5.(2
01.0 fd  

Identify the rejection region 22
   086.152   

Calculate the test statistic 

E

EO 2
2 )( 
  

Survey results, n = 500 
Classical O= 8 E = .04*500 = 20 
Country O = 210 E = .36*500 = 
180 
Gospel O = 7 E = .11*500 = 55 
Oldies O = 10 E = .02*500 = 10 
Pop O = 75 E = .18*500 = 90 
Rock O= 125 E = .29*500 = 145 
 
Substituting 713.222   
 

Make the decision to reject 
or fail to reject the null 
hypothesis 

Reject if 2 is in the 
rejection region 
Equivalently, we reject 
if the P-value (the 
probability of getting as 
extreme a value or more 
extreme) is   

Since 22.713 > 15.086 we reject 
the null hypothesis 
Equivalently 

01.0)713.22( XP so reject 
the null hypothesis. (Note Table 
6 of Appendix B doesn’t have a 
value less than 0.005.) 

Interpret the decision in the 
context of the original claim 

 Music preferences differ from 
the radio station’s claim. 
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Using Minitab to perform the Chi-Square Goodness-of-Fit Test (Manual p 237) 

The data from the example above (Example 2 p 497) will be used. 

Enter Three columns: Music Type: Classical, etc, Observed: 8 etc, Distribution 0.04, etc. (Note 

the names of the columns ‘Music Types’, ‘Observed’ and ‘Distribution’ are entered in the gray 

row at the top.) 

 

 Select Calc->Calculator, Store the results in C4, and calculate the Expression C3*500, click 

OK, Name C4 ‘Expected’ since it now contains the expected frequencies 

Music Type Observed Distribution Expected  

Classical 8 0.04 20 

Country 210 0.36 180 

Gospel 72 0.11 55 

Oldies 10 0.02 10 

Pop 75 0.18 90 

Rock 125 0.29 145 

 

Next calculate the chi-square statistic, (O-E)2/E as follows: Click Calc->Calculator. Store the 

results in C5 and calculate the Expression (C2-C4)**2/C4. Click on OK and C5 should contain 

the calculated values. 

7.2000 

5.0000 

41.8909 

0.0000 

2.5000 

2.7586 
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Next add up the values in C5 and the sum is the test statistic as follows: Click on Calc->Column 

Statistics. Select Sum and enter C5 for the Input Variable. Click OK. The chi-square statistic is 

displayed in the session window as follows: 

Sum of C5  

Sum of C5 = 22.7132 

 

Next calculate the P-value: Click on Calc->Probability Distributions->Chi-square. Select 

Cumulative Probability and enter 5 Degrees of Freedom Enter the value of the test statistic 

22.7132 for the Input Constant. Click OK.  

The following is displayed on the Session Window. 

Cumulative Distribution Function  

Chi-Square with 5 DF 

      x  P( X <= x ) 

22.7132     0.999617 

P(X 22.7132) = 0.999617 So the P-value = 1 – 0.999617 = 0.000383. This is less that α = 0.01 

so we reject the null hypothesis. 

Instead of calculating the P-value, we could have found the critical value from the Chi-Square 

table (Table 6 Appendix B) for 5 degrees of freedom as we did above. The value is 15.086, and 

since our test statistic is 22.7132, we reject the null hypothesis. 

 

 

 

 

 

 

 

 

 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                     COURSE NAME:STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: IV                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 22/67 
 

Chi-Square with M&M’s 

H0: Brown: 13%, Yellow: 14%, Red: 13%, Orange: 20%, Green 16%, Blue 24% 

Significance level: α = 0.05 

Degrees of freedom: number of categories – 1 = 5 

Critical Value: 071.11)5..(05.0
2 fd  

Rejection Region: 071.112   

Test Statistic:  


E

EO 2
2 )( , where O is the actual number of M&M’s of each color 

in the bag and E is the proportions specified under H0 times the total number. 

Reject H0 if the test statistic is greater than the critical value (1.145) 

 

Section 10.2 Independence  

This section describes the chi-square test for independence which tests whether two random 

variables are independent of each other. 

DEFINTION An r x c contingency table shows the observed frequencies for the two variables. 

The observed frequencies are arranged in r rows and c columns. The intersection of a row and a 

column is called a cell.  

The following is a contingency table for two variables A and B where ijf is the frequency that A 

equals Ai and B equals Bj. 

 A1 A2 A3 A4 A 
B1 11f  12f  13f  14f  .1f  

B2 21f  22f  23f  24f  .2f  

B3 31f  32f  33f  34f  .3f  

B 
1.f  2.f  3.f  4.f  f  

 

 

 

 

 

 



KARPAGAM ACADEMY OF HIGHER EDUCATION 
     CLASS: I MBA                     COURSE NAME:STATISTICS FOR DECISION MAKING 
COURSE CODE: 19MBAP106                    UNIT: IV                              BATCH-2019-2021 

 

Prepared by:M.Sundar, Asst Prof, Department of Mathematics KAHE. Page 23/67 
 

If A and B are independent, we’d expect  

f

ff
f

f

f

f

f
fBBprobAAprobf jiji

jiij

))((
*)(*)( .... 
















  

 

sizesample

jcolumnofsumirowofsum )()( 
 ( 

 

Example 1 Determining the expected frequencies of  CEO’s ages as a function of company size 

under the assumption that age is independent of company size. 

 

 <= 39 40 - 49 50 - 59 60 - 69 >= 70 Total 

Small/midsize 42 69 108 60 21 300 

Large 5 18 85 120 22 250 

Total 47 87 193 180 43 550 

 

 

 <= 39 40 - 49 50 - 59 60 - 69 >= 70 Total 

Small/midsize 

64.25
550

47*300


 

45.47
550

87*300


 

27.105
550

193*300


 

18.98
550

180*300


 

45.23
550

43*300


 

300 

Large 

36.21
550

47*250


 

55.39
550

87*250


 

73.87
550

193*250


 

82.81
550

180*250


 

55.19
550

43*250


 

250 

Total 47 87 193 180 43 550 

After finding the expected frequencies under the assumption that the variables are 

independent, you can test whether they are independent using the chi-square independence 

test. 
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DEFINITION A chi-square independence test is used to test the independence of two random 

variables. Using a chi-square test, you can determine whether the occurrence of one variable 

affects the probability of occurrence of the other variable.  

To use the test, 

1. The observed frequencies must be obtained from a random sample 

2. Each expected frequency must be 5  

The sampling distribution for the test is a chi-square distribution with 

)1)(1(  cr  

degrees of freedom, where r and c are the number of rows and columns, respectively, of the 

contingency table. The test statistic for the chi-square independence test is 

 


E

EO 2
2 )(  

where O represents the observed frequencies and E represents the expected frequencies. 
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To begin the test we state the null hypothesis that the variables are independent and the 

alternative hypothesis that they are dependent. 

Performing a Chi-Square Test for Independence (p 507) 
Procedure Equations  Example2 (p 507) 
Identify the claim. State the 
null and alternative 
hypotheses. 

State 0H and 1H  0H : CEO’s ages are independent of 
company size 

1H : CEO’s ages are dependent on 
company size. 

Specify the level of 
significance 

Specify   01.0  

Determine the degrees of 
freedom 

)1)(1(..  crfd  4)15)(12(.. fd  

Find the critical value. :2
 Obtain from Table 6, 

Appendix B 
277.132   

Identify the rejection region 22
   277.132   

Calculate the test statistic 

E

EO 2
2 )( 
  9.77

)( 2


 E

EO
 

Note that O is in the table of actual 
CEO’s ages above, and E is in the table 
of Expected CEO’s ages (if independent 
of size) above 

Make a decision to reject or 
fail to reject the null 
hypothesis 

Reject if 2 is in the 
rejection region. 
Equivalently, we reject if 
the P-value (the probability 
of getting as extreme a 
value or more extreme) is 
  

Since 77.9 > 13.277 we reject the null 
hypothesis 
Equivalently  )0.77(XP  
so reject the null hypothesis. (Note 
Table 6 of Appendix B doesn’t have a 
value less than 0.005.) 

Interpret the decision in the 
context of the original claim 

 CEO’s ages and company size are 
dependent. 
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The test statistic (77.887) is greater than the critical value obtained from Table 6, Appendix B 

(13.277) so the null hypothesis is rejected. (Alternatively the P-Value (0.000) is less than the 

level of significance, α (0.01) so the null hypothesis is rejected.) 

3. An urban geographer randomly samples 20 new residents of a neighborhood to determine 

their ratings of local bus service. The scale used is as follows: 0–very dissatisfied, 1–

dissatisfied, 2– neutral, 3–satisfied, 4–very satisfied. The 20 responses are 0,4,3, 

2,2,1,1,2,1,0,01,2,1,3,4,2,0,4,1. Use the sign test to see whether the population median is 

2. 

Solution: 

There are 5 observations above the hypothesized median. Because the sample size 

is larger than 10, we test using the sample proportion p = 5/20 = 0.25. Using the 

PROB-VALUE method the steps in this test are: 

1) H0:  = 0.5 and HA:  ¹ 0.5 

2) We will use the Z-distribution 

3) We will use the 5%-level, thus  = 0.05 

4) The test statistic is (0.25 0.5) / 0.25 / 20 2.24z = - = -   

5) Table A-4 shows that P(|Z| > 2.24) »  0.025. 

6) Because PROB-VALUE < , we reject H0. We conclude  is 

different than 0.5, and thus the median is different than 2. 

  

4. A course in statistical methods was team-taught by two instructors, Professor Jovita 

Fontanez and Professor Clarence Old. Professor Fontanzez used many active learning 

techniques, whereas Old employed traditional methods. As part of the course evaluation, 

students were asked to indicate their instructor preference. There was reason to think 

students would prefer Fontanez, and the sample obtained was consistent with that idea: of 

the 12 students surveyed, 8 preferred Professor Fontanez and 2 preferred Professor Old. 

The remaining students were unable to express a preference. Test the hypothesis that the 

students prefer Fontanez. (Hint: Use the sign test.) 

Solution: 
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Although the sample is large enough for a normal approximation, we will use the 

binomial distribution to illustrate its application. Of the 12 observations, 8 

preferred Prof. Fontanez, thus we need the probability of observing 8 or more 

successes in 12 trials of a Bernoulli process with the probability of success equal 

to 0.5.  From Table A-1, we get 

( 8) ( 8) ( 9) ( 10) ( 11) ( 12)

( 8) 0.1208 0.0537 0.0161 0.0029 0.002 0.1937

P X P X P X P X P X P X

P X

³ = = + = + = + = + =

³ = + + + + =

Adopting the 5% uncertainty level, we see that PROB-VALUE >  Thus we 

fail to reject H0. We cannot conclude students prefer Fontanez. 

5. Use the data in Table 10-8 to perform two Mann–Whitney tests: (a) compare 

uncontrolled intersections and intersections with yield signs, and (b) compare 

uncontrolled intersections and intersections with stop signs. 

Solution: 

(a) The rank sums are 119.5 and 90.5 for the yield-signed and uncontrolled 

intersections respectively. Given the small sample size, we use an exact test 

rather than the normal approximation. The associated PROB-VALUE is 

0.272.  Adopting a 5% level of uncertainty, we fail to reject the hypothesis of 

no difference. We cannot conclude the samples were drawn from different 

populations. 

(b) The rank sums are 130.5 and 59.5 for the stop-signed and uncontrolled 

intersections respectively. Given the small sample size, we use an exact test 

rather than the normal approximation. The associated PROB-VALUE is 

0.013. Adopting a 5% level of uncertainty, we reject the hypothesis of no 

difference. 
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 We conclude the samples were drawn from different populations. 

6. Solid-waste generation rates measured in metric tons per household per year are collected 

randomly in selected areas of a township. The areas are classified as high-density, low 

density, or sparsely settled. It is thought that generation rates probably differ because of  

differences in waste collection and opportunities for on-site storage. Do the following 

data support this hypothesis? 

High Density Low Density Sparsely Settled 
1.84 2.04 1.07 
3.06 2.28 2.31 
3.62 4.01 0.91 
4.91 1.86 3.28 
3.49 1.42 1.31 

Solution: 

We will use the multi-sample Kruskal-Wallis test with an uncertainly level  = 

0.1.  The null hypothesis is that all samples have been drawn from the same 

population. The rank sums are 55, 39 and 26 for the high density, low density, and 

sparsely settled samples respectively. The Kruskal-Wallis statistic is 

 
2 2 212 55 39 26

3(15 1) 4.22
15(15 1) 5 5 5

( )H = + + - + =
+

 

Using the 2 distribution with 3 1 2- = degrees of freedom, the associated 

PROB-VALUE is 0.121. We fail to reject the null hypothesis. The sample does 

not support the hypothesis of differing waste generation rates. 

7. The distances travelled to work by a random sample of 12 people to their places of work 

in 1996 and again in 2006 are shown in the following table. 

 Distance (km)  Distance (km) 

Person 1996 2006 Person 1996 2006 

1 8.6 8.8 7 7.7 6.5 

2 7.7 7.1 8 9.1 9 

3 7.7 7.6 9 8 7.1 

4 6.8 6.4 10 8.1 8.8 

5 9.6 9.1 11 8.7 7.2 

6 7.2 7.2 12 7.3 6.4 
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Has the length of the journey to work changed over the decade? 

Solution: 

The sample can be considered as twelve paired observations. By taking 

differences between paired values, we get measures of the change for each 

individual. If the median change for the population is zero, we expect a sample to 

have a median difference near zero. Thus we will do a sign test for the median 

difference with a hypothesized value of zero. In other words, the hypotheses are 

0 AH : 0  and   H : 0   We denote samples values whose distance 

decreased with a minus sign. Sample values with a positive difference get a plus 

sign. The sample becomes 

S = {-,+,+,+,+,0,+,-,+,-,+,+} 

Ignoring the tie, this is a sample of size 11 with 8 values above the hypothesized 

median. We are using Format (C) of Table 10-1, thus the PROB-VALUE is  

2 ( 8)P X   where X is a binomial variable with  = 0.5. From the equation for 

the binomial, the PROB-VALUE is found to be 0.113.  At the  = 10% level, we 

fail the reject the null hypothesis. We cannot conclude there has been a change in 

distance.   

8. One hundred randomly sampled residents of a city subject to periodic flooding are 

classified according to whether they are on the floodplain of the major river bisecting the 

city or off the floodplain. These households are then surveyed to determine whether they 

currently have flood insurance of any kind. The survey results are as follows: 

 On the Floodplain Off the Floodplain 

Insured 50 10 

No Insurance 15 25 
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Test a relevant hypothesis. 

Solution: 

We will do a 2 test for a relationship between insurance and house location. The 

null hypothesis is no relationship (independence). Augmenting the data with 

expected frequencies, we have: 

 

 On the Floodplain Off the Floodplain 
Insured 50 

(39) 
10 
(21) 

No Insurance 15 
(26) 

25 
(14) 

The corresponding 2 value is 22.16.  Table A-8 shows that with 1 degree of 

freedom, P(2 > 20) is zero to 3 decimal places. Thus for any reasonable level of 

uncertainty (any  < 0.0005), we can reject the null hypothesis. 

 The occurrence of sunshine over a 30-day period was calculated as the percentage of time the 

sun was visible (i.e., not obscured by clouds). The daily percentages were: 

Day   

Percentage 

of sunshine    Day   

Percentage 

of sunshine   Day   

Percentage 

 of sunshine   

1 75 11 21 21 77 

2 95 12 96 22 100 

3 89 13 90 23 90 

4 80 14 10 24 98 

5 7 15 100 25 60 

6 84 16 90 26 90 

7 90 17 6 27 100 

8 18 18 0 28 90 

9 90 19 22 29 58 

10 100 20 44 30 0 
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If we define a sunny day as one with over 50% sunshine, determine whether the pattern 

of occurrence of sunny days is random. 

Solution: 

For this we can use the number-of-runs test. Rather than calculate runs across two 

samples, here we will simply note if a day has 50% or more sunshine. The sample 

becomes 

S={+,+,+,+,-,+,+,-,+,+,-,+,+,-,+,+,-,-,-,-,+,+,+,+,+,+,+,+,-} 

We see that the sample consists of 12 runs. There are nx = 21 sunny days, and ny = 

9 cloudy days.  Because nx < 20, we cannot use the normal approximation given 

in Table 10-5. Instead the probability is computed using combinatorial rules, and 

is approximately 0.4. This is far too large for rejection of the randomness 

hypothesis.  We cannot conclude the pattern is non-random. 

9. Test the normality of the DO data (a) using the Kolmogorov–Smirnov test with the 

ungrouped data of Table 2-4 and (b) using the χ2 test with k = 6 classes of Table 2-6. 

Solution: 

(a) We will take the mean and standard deviation as known rather than estimated 

from the sample. Doing so results in calculated PROB-VALUES that are smaller 

than the true values (i.e., we are more likely to reject the null hypothesis).  For the 

DO data the mean and standard deviation are 5.58 and 0.39 respectively.  We sort 

the data, and then find the differences between the observed and expected 

cumulative distributions. The table below shows the results for a few of the 50 

observations: 

xi S(xi) F(xi) |S(xi)-F(xi)| 

4.2 0.020 0.015 0.005 

4.3 0.040 0.023 0.017 

4.4 0.060 0.032 0.028 

… … … … 

5.9 0.780 0.692 0.088 

… … ... … 
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6.7 0.960 0.960 0.000 

6.8 0.980 0.972 0.008 

6.9 1.000 0.981 0.019 

 

The maximum difference is 0.088. Table A-9 shows that with 50 degrees of freedom, the 

corresponding PROB-VALUE is about 0.6.  We obviously cannot reject the hypothesis of 

normality.  

(b) Here we will take the mean and standard deviation as unknown, to be estimated from the 

sample. In other words, we estimate two parameters from the sample. In building the 2 

table, we combine the first two and the last two categories in Table 2-6 to ensure at least 

2 expected frequencies per cell. This reduces the number of categories 4, as seen in the 

table below:   

Group Minimum Maximum Oj Ej (Oj-Ej)2/Ej 

1 4.000 4.990 9 3.3 10.13 

2 5.000 5.490 10 17.0 2.89 

3 5.500 5.990 20 21.7 0.14 

4 6.000 6.990 11 7.0 2.24 

The observed Chi-square value is 15.4. With  k – p – 1 = 4 – 2 – 1 = 1 degrees of 

freedom, Table A-8 shows that the PROB-VALUE is less than 0.0005. We therefore 

reject the null hypothesis. 

Note that with only 4 classes, we can obtain only a rough idea of the distribution of DO. 

The 4 classes given in Table 2-6 do not yield a distribution that is at all similar to the 

normal distribution. In practice one would need many classes (and observations) for the 

2 test to be reliable. 
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Nonparametric Hypothesis Testing  
 
EARNING OBJECTIVES 

By the end of this chapter, you will be able to: 

1. Identify and cite examples of situations in which nonparametric tests of hypothesis are 
appropriate. 

2. Explain the logic of nonparametric hypothesis testing for ordinal variables as applied to 
the Mann-Whitney U and runs tests. 

3. Perform Mann-Whitney U and runs tests using the five-step model as a guide, and 
correctly interpret the results.  

4. Select an appropriate nonparametric test. 

5. FORMULA 1  
1

11
21 2

1) + (
R

nn
nnU 

 
6.  
7. where: n1 = number of cases in sample 1 
8.    n2 = number of cases in sample 2 
9.                                  ∑R1 = the sum of the ranks for sample 1 
10. For our sample problem above 

11. 
   5.173

2

3)12(1
1212 U

  

12. 
5.173

2

156
144 U

 
13. U = 48.5 
14.  
15. Note that we could have computed the U by using data from sample 2. This alternative 

solution, which we will label U´ (U prime), would have resulted in a larger value for U.  
The smaller of the two values, U or U´, is always taken as the value of U. Once U has 
been calculated, U´ can be quickly determined by means of Formula 2: 

16. The alternative or research hypothesis is usually a statement to the effect that the two 
populations are different. This form for H1 would direct the use of a two-tailed test. It is 
perfectly possible to use one-tailed tests with Mann-Whitney U when a direction for the 
difference can be predicted, but, to conserve space and time, we will consider only the 
two-tailed case. 
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17. In step 3, we will take advantage of the fact that, when total sample size (the combined 
number of cases in the two samples) is greater than or equal to 20, the sampling 
distribution of U approximates normality. This will allow us to use the Z-score table (see 
Appendix A of the textbook) to find the critical region as marked by Z (critical). 

18. To compute the Mann-Whitney U test statistic (step 4), the necessary formulas are 

19. FORMULA 3  Z (obtained) =
U

U


U

  

20. FORMULA 5   U  = 12

1) +  + (  2121 nnnn

 
21. We now have all the information we need to conduct a test of significance for U. 

22. Step 2. Stating the Null Hypothesis 
23. H0: The populations from which the samples are drawn are identical on the variable of 

interest. 
24. (H1: The populations from which the samples are drawn are different on the variable of 

interest.) 
25. Step 3. Selecting the Sampling Distribution and Establishing the Critical Region.  
26. Sampling distribution = Z distribution 
27. Alpha = 0.05 
28. Z (critical) =  1.96 
29. Step 4. Calculating the Test Statistic. With U equal to 48.5, U equal to 72, and U of 

17.32, 

30. Z (obtained) = U

U


U

 

31. Z (obtained) = 32.17

725.48 

  
32. Z (obtained) = -1.36 
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33. Step 5. Making a Decision. The test statistic, a Z (obtained) of -1.36, does not fall in the 
critical region as marked by the Z (critical) of  1.96. Therefore, we fail to reject the null 
of no difference. Male students are not significantly different from female students in 
terms of their level of satisfaction with the social life available on campus. Note that if 
we had used the U´ value of 95.5 instead of U in computing the test statistic, the value of 
Z (obtained) would have been +1.36, and our decision to fail to reject the null would have 
been exactly the same.  

34. Making Assumptions.  
35. Model: Independent random sampling 
36. Level of measurement is ordinal 
37. Step 2. Stating the Null Hypothesis. 
38. H0: The two populations are identical on level of pain. 
39. (H1: The two populations are different on level of pain.) 
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In mathematics, regression is one of the important topics in statistics. The process of 
determining the relationship between two variables is called as regression. It is also one 
of the statistical analysis methods that can be used to assessing the association 
between the two different variables 
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POSSIBLE QUESTIONS 

PART – B (TWO MARKS) 

1.What are the features of Spearman’s correlation coefficient? 
2.What do you mean by regression equations? 
3.State Rank Correlation. 
4.Define standard error. 
5.Define Chi-Square test. 

PART – C (FIVE MARKS) 

1. In 600 throws of a six faced dice, odd points appeared 360 times. would you say that the dice 
    is fair at 5% level of significance? 
2.Sample of two different types of bulbs were tested for length of life,and the following data 

were obtained: 
 Type I Type II 
Sample size 8 7 
Sample mean  1234 hours 1136 hours 
Sample of SD 36 hours 40 hours 

       Is the difference in the means significant? 
      (Given that the significant value of t at 5 % level of significance for 13 d.f. is 2.16) 
 
3.In a hospital 480 female and 520 male babies were born in a week. Do these figures confirm 

the hypothesis that males and females are born in equal number? 
 
4.You are given the following data:   

             X                         Y 
      Arithmetic mean                                       36   85 
      Standard deviation                                    11                       8 
      Correlation coefficient between X and Y = 0.66 
       i) Find the two regression equations. ii) Find r.   
 
5.Marks obtained by 7 students in Accountancy (X) and Statistics (Y) are given below.   

Compute Rank Correlation Coefficient. 

X 15 20 28 12 40 60 20 
Y 40 30 50 30 20 10 30 

 
6.For the following data calculate the rank correlation coefficient between X and Y. 
 X :  1   2 3 4 5 6 7 8 9 10 11 12 
 Y : 12   9 6 10 3 5 4 7 8 2 11    1 
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7.Calculate  the two regression equation from the following data: 
                       X   :     10          12         13      12          16         15 
                       Y    :    40           38         43      45         37          43  
8.From the following data calculate the regression equations taking deviation of items  

   from the mean of X and Y series: 

 X: 6 2 10 4 8 

 Y: 9 11 5 8 7 

PART- D (TEN Marks) 
1. Calculate Karl Pearson’s correlation coefficient between the marks in English and  

    Hindi obtained by 10 students: 

 Marks in English :10   25 13 25 22 11 12 25 21 20 

 Marks in Hindi:     12   22 16 15 18 18 17 23 24 17 

2.In a village  ‘A’ out of random sample of 1000 persons 100 were found to be vegetarians while 
in another village ‘B’ out of 1500 persons 180 were to be vegetarians.Do you find a 
significant difference in the food habits of the people of the two villages? 
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UNIT – V 

 

 

 

Hypothesis: 

A statistical hypothesis is an assumption that we make about a population parameter, 
which may or may not be true concerning one or more variables. 

According to Prof. Morris Hamburg “A hypothesis in statistics is simply a quantitative 
statement about a population”. 

Hypothesis testing: 

 Hypothesis testing is to test some hypothesis about parent population from which the 
sample is drawn. 

Example:  

 A coin may be tossed 200 times and we may get heads 80 times and tails 120 times, we 
may now be interested in testing the hypothesis that the coin is unbiased. 

To take another example we may study the average weight of the 100 students of a particular 
college and may get the result as 110lb. We may now be interested in testing the hypothesis that 
the sample has been drawn from a population with average weight 115lb. 

 Hypotheses are two types 

1. Null Hypothesis 
2. Alternative hypothesis 

Null hypothesis: 

 The hypothesis under verification is known as null hypothesis and is denoted by H0 and is 
always set up for possible rejection under the assumption that it is true. 

 For example, if we want to find out whether extra coaching has benefited the students or not, 
we shall set up a null hypothesis that “extra coaching has not benefited the students”. Similarly, 
if we want to find out whether a particular drug is effective in curing malaria we will take the 
null hypothesis that “the drug is not effective in curing malaria”. 

 

Hypothesis testing – Errors in Hypothesis testing - large sample test (Z – test) single 
and two mean test, Small sample test (t – test)-Single mean-Two mean- Chi–square 
test –Goodness of fit, ANOVA – one way-f-test. 
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Alternative hypothesis: 

 The rival hypothesis or hypothesis which is likely to be accepted in the event of rejection of 
the null hypothesis H0 is called alternative hypothesis and is denoted by H1 or Ha. 

 For example, if a psychologist who wishes to test whether or not a certain class of people 
have a mean I.Q. 100, then the following null and alternative hypothesis can be established. 

   The null hypothesis would be 

100:0 H  

Then the alternative hypothesis could be any one of the statements. 

    

100:)(

100:)(

100:

1

1

1









Hor

Hor

H

 

Errors in testing of hypothesis: 

 After applying a test, a decision is taken about the acceptance or rejection of null hypothesis 
against an alternative hypothesis.  The decisions may be four types. 

1) The hypothesis is true but our test rejects it.(type-I error) 
2) The hypothesis is false but our test accepts it. .(type-II error) 
3) The hypothesis is true and our test accepts it.(correct) 
4) The hypothesis is false and our test rejects it.(correct) 

 

The first two decisions are called errors in testing of hypothesis. 

    i.e.1) Type-I error 

        2) Type-II error 

1) Type-I error: The type-I error is said to be committed if the null hypothesis (H0) is true but 
our test rejects it. 

2) Type-II error: The type-II error is said to be committed if the null hypothesis (H0) is false but 
our test accepts it. 
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Level of significance: 

  The maximum probability of committing type-I error is called level of significance and is 
denoted by .     

     = P (Committing Type-I error) 

            = P (H0 is rejected when it is true) 

This can be measured in terms of percentage i.e. 5%, 1%, 10% etc……. 

Power of the test: 

The probability of rejecting a false hypothesis is called power of the test and is denoted by 1 . 

Power of the test =P (H0 is rejected when it is false) 

         = 1- P (H0 is accepted when it is false) 

           = 1- P (Committing Type-II error)  

           = 1-   

 A test for which both   and   are small and kept at minimum level is 
considered desirable. 

 The only way to reduce both   and   simultaneously is by increasing sample 
size. 

 The type-II error is more dangerous than type-I error. 
Critical region: 

A statistic is used to test the hypothesis H0. The test statistic follows a known distribution. In a 
test, the area under the probability density curve is divided into two regions i.e. the region of 
acceptance and the region of rejection. The region of rejection is the region in which H0 is 
rejected. It indicates that if the value of test statistic lies in this region, H0 will be rejected. This 
region is called critical region. The area of the critical region is equal to the level of significance
 . The critical region is always on the tail of the distribution curve. It may be on both sides or 
on one side depending upon the alternative hypothesis. 
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One tailed and two tailed tests: 

A test with the null hypothesis 00 :  H against the alternative hypothesis 01 :  H , it is 

called a two tailed test. In this case the critical region is located on both the tails of the 
distribution. 

A test with the null hypothesis 00 :  H against the alternative hypothesis 01 :  H (right 

tailed alternative) or 01 :  H (left tailed alternative) is called one tailed test. In this case the 

critical region is located on one tail of the distribution. 

    00 :  H  against 01 :  H ------- right tailed test 

    00 :  H  against 01 :  H ------- left tailed test 

Sampling distribution: 

Suppose we have a population of size ‘N’ and we are interested to draw a sample of size ‘n’ from 
the population. In different time if we draw the sample of size n, we get different samples of 

different observations i.e. we can get n
N c possible samples. If we calculate some particular 

statistic from each of the n
N c samples, the distribution of sample statistic is called sampling 

distribution of the statistic. For example if we consider the mean as the statistic, then the 
distribution of all possible means of the samples is a distribution of the sample mean and it is 
called sampling distribution of the mean. 

Standard error: 

Standard deviation of the sampling distribution of the statistic t is called standard error of t. 

     i.e. S.E (t)= )(tVar  

Utility of standard error:  

1. It is a useful instrument in the testing of hypothesis. If we are testing a hypothesis at 5% 

l.o.s and if the test statistic i.e. 96.1
)(.

)(





tES

tEt
Z then the null hypothesis is rejected at 

5% l.o.s otherwise it is accepted.  
2. With the help of the S.E we can determine the limits with in which the parameter value 

expected to lie. 
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3. S.E provides an idea about the precision of the sample. If S.E increases the precision 

decreases and vice-versa. The reciprocal of the S.E i.e. 
ES.

1
is a measure of precision of a 

sample. 
4. It is used to determine the size of the sample. 

Test statistic: 

The test statistic is defined as the difference between the sample statistic value and the 
hypothetical value, divided by the standard error of the statistic. 

    i.e. test statistic 
)(.

)(

tES

tEt
Z


  

Procedure for testing of hypothesis: 

1. Set up a null hypothesis i.e. 00 :  H . 

2. Set up a alternative hypothesis i.e. 01 :  H  or 01 :  H  or 01 :  H  

3. Choose the level of significance i.e.  . 
4. Select appropriate test statistic Z. 
5. Select a random sample and compute the test statistic. 
6. Calculate the tabulated value of Z at  % l.o.s i.e. Z . 

7. Compare the test statistic value with the tabulated value at  % l.o.s. and make a decision 
whether to accept or to reject the null hypothesis. 

Large sample tests: 

 The sample size which is greater than or equal to 30 is called as large sample and the test 
depending on large sample is called large sample test. 

The assumption made while dealing with the problems relating to large samples are  

Assumption-1: The random sampling distribution of the statistic is approximately normal. 

Assumption-2: Values given by the sample are sufficiently closed to the population value and 
can be used on its place for calculating the standard error of the statistic. 
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Large sample test for single mean (or) test for significance of single mean: 

For this test  

                     The null hypothesis is 00 :  H        

 against the two sided alternative 01 :  H  

     where   is population mean 

      0  is the value of   

Let nxxxx .........,,.........,, 321  be a random sample from a normal population with mean  and 

variance 2  

i.e. if  2,~ NX  then  nNx
2

,~  ,  Where x be the sample mean 

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)(

xES

xEx 
~  1,0N  

        

n

x
Z




 ~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Note: if the population standard deviation is unknown then we can use its estimate s, which will 

be calculated from the sample.   


 2

1

1
xx

n
s . 
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Large sample test for difference between two means: 

If two random samples of size 1n  and 2n are drawn from two normal populations with means 1  

and 2 , variances 2
1 and 2

2  respectively 

Let 1x  and 2x be the sample means for the first and second populations respectively 

Then 1x ~ 







1

2
1

1 , nN  and 2x ~ 







2

2
2

2 , nN   

Therefore 1x - 2x ~ 









2

2
2

1

2
1

21 ,
nn

N


  

For this test  

                     The null hypothesis is 0: 21210  H      

   against the two sided alternative 211 :  H       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)()(

21

2121

xxES

xxExx




~  1,0N  

        
)(.

)()(

21

2121

xxES

xx
Z







~  1,0N  

    

2

2
2

1

2
1

21 )(

nn

xx
Z





 ~  1,0N  [since 21   =0 from H0] 

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  
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If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Note: If 2
1 and 2

2 are unknown then we can consider 2
1S  and 2

2S  as the estimate value of 
2

1 and 2
2 respectively.. 

Large sample test for single standard deviation (or) test for significance of standard 
deviation: 

Let nxxxx .........,,.........,, 321  be a random sample of size n drawn from a normal population with 

mean  and variance 2 ,  

 for large sample, sample standard deviation s follows a normal distribution with mean  and 

variance n2
2  i.e.  nNs 2,~

2  

For this test  

                     The null hypothesis is 00 :  H        

 against the two sided alternative 01 :  H       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)(

sES

sEs 
~  1,0N  

        

n

s
Z

2



 ~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  
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If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for difference between two standard deviations: 

If two random samples of size 1n  and 2n are drawn from two normal populations with means 1  

and 2 , variances 2
1 and 2

2  respectively 

Let 1s  and 2s be the sample standard deviations for the first and second populations respectively 

Then 1s ~ 







1

2
1

1 2, nN  and 2x ~ 







2

2
2

2 2, nN   

Therefore 1s - 2s ~ 









2

2
2

1

2
1

21 22
,

nn
N


  

For this test  

                     The null hypothesis is 0: 21210  H      

   against the two sided alternative 211 :  H     

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)(.

)()(

21

2121

ssES

ssEss




~  1,0N  

        
)(.

)()(

21

2121

ssES

ss
Z







~  1,0N  

    

2

2
2

1

2
1

21

22

)(

nn

ss
Z





 ~  1,0N  [since 21   =0 from H0] 
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Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for single proportion (or) test for significance of proportion: 

Let x is number of success in n independent trails with constant probability p, then x follows a 
binomial distribution with mean np and variance npq. 

In a sample of size n let x be the number of persons processing a given attribute then the sample 

proportion is given by 
n

x
p ˆ  

Then pnp
n

xE
nn

x
EpE 








1
)(

1
)ˆ(  

And 
n

pq
npq

n
xV

nn

x
VpV 








22

1
)(

1
)ˆ(  

n

pq
pES )ˆ(.  

For this test  

                     The null hypothesis is 00 : ppH         

 against the two sided alternative 01 : ppH   

      

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)ˆ(.

)ˆ(ˆ

pES

pEp 
~  1,0N  
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n

pq

pp
Z




ˆ
~  1,0N  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

Large sample test for single proportion (or) test for significance of proportion: 

let 1x and 2x   be the number of persons processing a given attribute in a random sample of size 

1n and 2n  then the sample proportions are  given by 
1

1
1ˆ

n

x
p  and 

2

2
2ˆ

n

x
p   

Then 11)ˆ( ppE   and 22 )ˆ( ppE   121 )ˆˆ( pppE  - 2p  

And 
1

11
1)ˆ(

n

qp
pV   and 

2

22
2 )ˆ(

n

qp
pV  

2

22

1

11
21 )ˆˆ(

n

qp

n

qp
ppV    

1

11
1)ˆ(.

n

qp
pES   and 

2

22
2 )ˆ(.

n

qp
pES  

2

22

1

11
21 )ˆˆ(.

n

qp

n

qp
ppES   

For this test  

                     The null hypothesis is 210 : ppH         

 against the two sided alternative 211 : ppH       

Now the test statistic 
)(.

)(

tES

tEt
Z


 ~  1,0N  

      =
)ˆˆ(.

)ˆˆ(ˆˆ

21

2121

ppES

ppEpp




~  1,0N  
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   Z
)ˆˆ(.

)(ˆˆ

21

2121

ppES

pppp




~  1,0N  

                     Z

2

22

1

11

21 ˆˆ

n

qp

n

qp

pp




~  1,0N          

         Z

21

21 ˆˆ

n

pq

n

pq

pp




~  1,0N     Since 21 pp   from H0 

             Z













21

21

11

ˆˆ

nn
pq

pp
~  1,0N      

When p is not known p can be calculated by 
21

2211 ˆˆ

nn

pnpn
p




  and pq 1  

Now calculate Z  

Find out the tabulated value of Z at  % l.o.s i.e. Z  

If Z > Z , reject the null hypothesis H0 

If Z < Z , accept the null hypothesis H0 

 As   is unknown,  

  , 
222











n

s
zx

n

s
zx

n

s
zx   
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Step 2: If 0  falls into the above confidence intervals, then  

      do not reject 0H . Otherwise, reject 0H . 

Example 1: 

The average starting salary of a college graduate is $19000 according to government’s report. 
The average salary of a random sample of 100 graduates is $18800. The standard error is 800.   
Is the government’s report reliable as the level of significance is 0.05.    Find the p-value and test 
the hypothesis in  

(a) with the level of significance 01.0 .    The other report by some institute indicates that the 
average salary is $18900. Construct a 95% confidence interval and test if this report is reliable. 

 [solutions:] 

 (a)  

05.0 ,800 ,18800 ,100

 ,19000 :    vs.19000 : 000







sxn

HH a
 

Then,  

96.15.25.2

100
800

1900018800
025.0

2

0 





 zz

n
s

x
z 


. 

Therefore, reject 0H . 

(b)  

      01.00124.05.225.2value-p  ZPZPzZP  

Therefore, not reject 0H . 
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(c)  

 ,18900 :    vs18900 : 000   aHH  

A 95% confidence interval is  

 8.18956 ,2.186438096.118800
100

800
18800 025.0

2
 z

n

s
zx  . 

Since  8.18956 ,2.18643189000  , Therefore, not reject 0H . 

Example 2: 

A sample of 49 provides a sample mean of 38 and a sample standard deviation of 7. Let 

05.0 . Please test the hypothesis  

40:  .  40:0  uHvsuH a . 

based on  

(a) classical hypothesis test 
(b) p-value 
(c) confidence interval. 
[solution:] 

2

49
7

4038
  ,49  ,40  ,7  ,38 0

0 







n
s

ux
znusx

. 

(a) 

025.096.12 zz   

we reject 0H . 
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(b) 

     05.00456.0)9772.01(*22ZPzZPvaluep  

we reject 0H . 

(c) 

%95)%1(100    confidence interval is  

 96.39 ,04.3696.138
49

7
38 025.0

2
 z

n

s
zx  . 

Since  96.39 ,04.3640 , we reject 0H . 
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Hypothesis Testing for the Mean (Small Samples)  

For samples of size less than 30 and when   is unknown, if the population has a normal, or 

nearly normal, distribution, the t-distribution is used to test for the mean  . 

Using the t-Test for a Mean   when the sample is small  

Procedure Equations Example 4  
State the claim 
mathematically and 
verbally. Identify the null 
and alternative hypotheses 

State 0H and aH  16500:0 H  

16500: aH  

1250,15700,14  sxn  

Specify the level of 
significance 

Specify   05.0  

Identify the degrees of 
freedom and sketch the 
sampling distribution 

1.  nfd  13.. fd  

Determine any critical 
values. If test is left tailed, 
use One tail,   column 
with a negative sign. If test 
is right tailed, use One tail, 
  column with a positive 
sign. If test is two tailed, 
use Two tails,  column 
with a negative and positive 
sign. 

Table 5 (t-distribution) in 
appendix B 

The test is left-tailed. Since 
test is left tailed and 

13. fd , the critical value 

is 771.10 t  

Determine the rejection 
regions. 

The rejection region is 

0tt   
The rejection region is 

771.1t  

Find the standardized test 
statistic ns

xx
t

x



 



  

141250

1650015700
t 39.2  

Make a decision to reject or 
fail to reject the null 
hypothesis 

If t is in the rejection 
region, reject 0H , 

Otherwise do not reject 0H  

Since ,771.139.2   

reject 0H  

Interpret the decision in the 
context of the original 
claim. 

 Reject claim that mean is at 
least 16500. 

Chi-square Tests and then F -Distribution 

Goodness of Fit 
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DEFINITION :A chi-square goodness-of-fit test is used to test whether a frequency distribution 

fits an expected distribution. 

The test is used in a multinomial experiment to determine whether the number of results in each 

category fits the null hypothesis: 

0H : The distribution fits the proposed proportions 

1H : The distribution differs from the claimed distribution. 

To calculate the test statistic for the chi-square goodness-of-fit test, you can use observed 

frequencies and expected frequencies. 

DEFINITION The observed frequency O of a category is the frequency for the category 

observed in the sample data. 

The expected frequency E of a category is the calculated frequency for the category. Expected 

frequencies are obtained assuming the specified (or hypothesized) distribution. The expected 

frequency for the ith category is 

ii npE   

where n is the number of trials (the sample size) and ip  is the assumed probability of the ith 

category. 

The Chi-square Goodness of Fit Test: The sampling distribution for the goodness-of-fit test is a 

chi-square distribution with 1k  degrees of freedom where k is the number of categories. The 

test statistic is 

E

EO 2
2 )( 
  

where O represents the observed frequency of each category and E represents the expected 

frequency of each category. To use the chi-square goodness of fit test, the following must be 

true . 
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1. The observed frequencies must be obtained using a random sample. 

2. The expected frequencies must be 5 . 

 

Performing the Chi-Square Goodness-of-Fit Test (p 496) 
Procedure Equations Example (p 497) 
Identify the claim. State the 
null and alternative 
hypothesis. 

State 0H and 1H  0H : 

Classical 4% 
Country 36% 
Gospel 11% 
Oldies 2% 
Pop 18% 
Rock 29% 

Specify the significance 
level 

Specify   01.0  

Determine the degrees of 
freedom 

d.f. = #categories - 1 516.. fd  

Find the critical value 2
 : Obtain from Table 

6 Appendix B 

086.15)5.(2
01.0 fd  

Identify the rejection region 22
   086.152   

Calculate the test statistic 

E

EO 2
2 )( 
  

Survey results, n = 500 
Classical O= 8 E = .04*500 = 20 
Country O = 210 E = .36*500 = 
180 
Gospel O = 7 E = .11*500 = 55 
Oldies O = 10 E = .02*500 = 10 
Pop O = 75 E = .18*500 = 90 
Rock O= 125 E = .29*500 = 145 
 
Substituting 713.222   
 

Make the decision to reject 
or fail to reject the null 
hypothesis 

Reject if 2 is in the 
rejection region 
Equivalently, we reject 
if the P-value (the 
probability of getting as 
extreme a value or more 
extreme) is   

Since 22.713 > 15.086 we reject 
the null hypothesis 
Equivalently 

01.0)713.22( XP so reject 
the null hypothesis. (Note Table 
6 of Appendix B doesn’t have a 
value less than 0.005.) 

Interpret the decision in the 
context of the original claim 

 Music preferences differ from 
the radio station’s claim. 
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Using Minitab to perform the Chi-Square Goodness-of-Fit Test (Manual p 237) 

The data from the example above (Example 2 p 497) will be used. 

Enter Three columns: Music Type: Classical, etc, Observed: 8 etc, Distribution 0.04, etc. (Note 

the names of the columns ‘Music Types’, ‘Observed’ and ‘Distribution’ are entered in the gray 

row at the top.) 

 

 Select Calc->Calculator, Store the results in C4, and calculate the Expression C3*500, click 

OK, Name C4 ‘Expected’ since it now contains the expected frequencies 

Music Type Observed Distribution Expected  

Classical 8 0.04 20 

Country 210 0.36 180 

Gospel 72 0.11 55 

Oldies 10 0.02 10 

Pop 75 0.18 90 

Rock 125 0.29 145 

 

Next calculate the chi-square statistic, (O-E)2/E as follows: Click Calc->Calculator. Store the 

results in C5 and calculate the Expression (C2-C4)**2/C4. Click on OK and C5 should contain 

the calculated values. 

7.2000 

5.0000 

41.8909 

0.0000 

2.5000 

2.7586 
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Next add up the values in C5 and the sum is the test statistic as follows: Click on Calc->Column 

Statistics. Select Sum and enter C5 for the Input Variable. Click OK. The chi-square statistic is 

displayed in the session window as follows: 

Sum of C5  

Sum of C5 = 22.7132 

 

Next calculate the P-value: Click on Calc->Probability Distributions->Chi-square. Select 

Cumulative Probability and enter 5 Degrees of Freedom Enter the value of the test statistic 

22.7132 for the Input Constant. Click OK.  

The following is displayed on the Session Window. 

Cumulative Distribution Function  

Chi-Square with 5 DF 

      x  P( X <= x ) 

22.7132     0.999617 

P(X 22.7132) = 0.999617 So the P-value = 1 – 0.999617 = 0.000383. This is less that α = 0.01 

so we reject the null hypothesis. 

Instead of calculating the P-value, we could have found the critical value from the Chi-Square 

table (Table 6 Appendix B) for 5 degrees of freedom as we did above. The value is 15.086, and 

since our test statistic is 22.7132, we reject the null hypothesis. 
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Chi-Square with M&M’s 

H0: Brown: 13%, Yellow: 14%, Red: 13%, Orange: 20%, Green 16%, Blue 24% 

Significance level: α = 0.05 

Degrees of freedom: number of categories – 1 = 5 

Critical Value: 071.11)5..(05.0
2 fd  

Rejection Region: 071.112   

Test Statistic:  


E

EO 2
2 )( , where O is the actual number of M&M’s of each color 

in the bag and E is the proportions specified under H0 times the total number. 

Reject H0 if the test statistic is greater than the critical value (1.145) 

 

Section 10.2 Independence  

This section describes the chi-square test for independence which tests whether two random 

variables are independent of each other. 

DEFINTION An r x c contingency table shows the observed frequencies for the two variables. 

The observed frequencies are arranged in r rows and c columns. The intersection of a row and a 

column is called a cell.  

The following is a contingency table for two variables A and B where ijf is the frequency that A 

equals Ai and B equals Bj. 

 A1 A2 A3 A4 A 
B1 11f  12f  13f  14f  .1f  

B2 21f  22f  23f  24f  .2f  

B3 31f  32f  33f  34f  .3f  

B 
1.f  2.f  3.f  4.f  f  
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If A and B are independent, we’d expect  

f

ff
f

f

f

f

f
fBBprobAAprobf jiji

jiij

))((
*)(*)( .... 
















  

 

sizesample

jcolumnofsumirowofsum )()( 
 ( 

 

Example 1 Determining the expected frequencies of  CEO’s ages as a function of company size 

under the assumption that age is independent of company size. 

 

 <= 39 40 - 49 50 - 59 60 - 69 >= 70 Total 

Small/midsize 42 69 108 60 21 300 

Large 5 18 85 120 22 250 

Total 47 87 193 180 43 550 

 

 

 <= 39 40 - 49 50 - 59 60 - 69 >= 70 Total 

Small/midsize 

64.25
550

47*300


 

45.47
550

87*300


 

27.105
550

193*300


 

18.98
550

180*300


 

45.23
550

43*300


 

300 

Large 

36.21
550

47*250


 

55.39
550

87*250


 

73.87
550

193*250


 

82.81
550

180*250


 

55.19
550

43*250


 

250 

Total 47 87 193 180 43 550 

After finding the expected frequencies under the assumption that the variables are 

independent, you can test whether they are independent using the chi-square independence 

test. 
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DEFINITION A chi-square independence test is used to test the independence of two random 

variables. Using a chi-square test, you can determine whether the occurrence of one variable 

affects the probability of occurrence of the other variable.  

To use the test, 

1. The observed frequencies must be obtained from a random sample 

2. Each expected frequency must be 5  

The sampling distribution for the test is a chi-square distribution with 

)1)(1(  cr  

degrees of freedom, where r and c are the number of rows and columns, respectively, of the 

contingency table. The test statistic for the chi-square independence test is 

 


E

EO 2
2 )(  

where O represents the observed frequencies and E represents the expected frequencies. 
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To begin the test we state the null hypothesis that the variables are independent and the 

alternative hypothesis that they are dependent. 

Performing a Chi-Square Test for Independence (p 507) 
Procedure Equations  Example2 (p 507) 
Identify the claim. State the 
null and alternative 
hypotheses. 

State 0H and 1H  0H : CEO’s ages are independent of 
company size 

1H : CEO’s ages are dependent on 
company size. 

Specify the level of 
significance 

Specify   01.0  

Determine the degrees of 
freedom 

)1)(1(..  crfd  4)15)(12(.. fd  

Find the critical value. :2
 Obtain from Table 6, 

Appendix B 
277.132   

Identify the rejection region 22
   277.132   

Calculate the test statistic 

E

EO 2
2 )( 
  9.77

)( 2


 E

EO
 

Note that O is in the table of actual 
CEO’s ages above, and E is in the table 
of Expected CEO’s ages (if independent 
of size) above 

Make a decision to reject or 
fail to reject the null 
hypothesis 

Reject if 2 is in the 
rejection region. 
Equivalently, we reject if 
the P-value (the probability 
of getting as extreme a 
value or more extreme) is 
  

Since 77.9 > 13.277 we reject the null 
hypothesis 
Equivalently  )0.77(XP  
so reject the null hypothesis. (Note 
Table 6 of Appendix B doesn’t have a 
value less than 0.005.) 

Interpret the decision in the 
context of the original claim 

 CEO’s ages and company size are 
dependent. 
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The test statistic (77.887) is greater than the critical value obtained from Table 6, Appendix B 

(13.277) so the null hypothesis is rejected. (Alternatively the P-Value (0.000) is less than the 

level of significance, α (0.01) so the null hypothesis is rejected.) 

3. An urban geographer randomly samples 20 new residents of a neighborhood to determine 

their ratings of local bus service. The scale used is as follows: 0–very dissatisfied, 1–

dissatisfied, 2– neutral, 3–satisfied, 4–very satisfied. The 20 responses are 0,4,3, 

2,2,1,1,2,1,0,01,2,1,3,4,2,0,4,1. Use the sign test to see whether the population median is 

2. 

Solution: 

There are 5 observations above the hypothesized median. Because the sample size 

is larger than 10, we test using the sample proportion p = 5/20 = 0.25. Using the 

PROB-VALUE method the steps in this test are: 

1) H0:  = 0.5 and HA:  ¹ 0.5 

2) We will use the Z-distribution 

3) We will use the 5%-level, thus  = 0.05 

4) The test statistic is (0.25 0.5) / 0.25 / 20 2.24z = - = -   

5) Table A-4 shows that P(|Z| > 2.24) »  0.025. 

6) Because PROB-VALUE < , we reject H0. We conclude  is 

different than 0.5, and thus the median is different than 2. 

  

4. A course in statistical methods was team-taught by two instructors, Professor Jovita 

Fontanez and Professor Clarence Old. Professor Fontanzez used many active learning 

techniques, whereas Old employed traditional methods. As part of the course evaluation, 

students were asked to indicate their instructor preference. There was reason to think 

students would prefer Fontanez, and the sample obtained was consistent with that idea: of 

the 12 students surveyed, 8 preferred Professor Fontanez and 2 preferred Professor Old. 

The remaining students were unable to express a preference. Test the hypothesis that the 

students prefer Fontanez. (Hint: Use the sign test.) 

Solution: 
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Although the sample is large enough for a normal approximation, we will use the 

binomial distribution to illustrate its application. Of the 12 observations, 8 

preferred Prof. Fontanez, thus we need the probability of observing 8 or more 

successes in 12 trials of a Bernoulli process with the probability of success equal 

to 0.5.  From Table A-1, we get 

( 8) ( 8) ( 9) ( 10) ( 11) ( 12)

( 8) 0.1208 0.0537 0.0161 0.0029 0.002 0.1937

P X P X P X P X P X P X

P X

³ = = + = + = + = + =

³ = + + + + =

Adopting the 5% uncertainty level, we see that PROB-VALUE >  Thus we 

fail to reject H0. We cannot conclude students prefer Fontanez. 

5. Use the data in Table 10-8 to perform two Mann–Whitney tests: (a) compare 

uncontrolled intersections and intersections with yield signs, and (b) compare 

uncontrolled intersections and intersections with stop signs. 

Solution: 

(a) The rank sums are 119.5 and 90.5 for the yield-signed and uncontrolled 

intersections respectively. Given the small sample size, we use an exact test 

rather than the normal approximation. The associated PROB-VALUE is 

0.272.  Adopting a 5% level of uncertainty, we fail to reject the hypothesis of 

no difference. We cannot conclude the samples were drawn from different 

populations. 

(b) The rank sums are 130.5 and 59.5 for the stop-signed and uncontrolled 

intersections respectively. Given the small sample size, we use an exact test 

rather than the normal approximation. The associated PROB-VALUE is 

0.013. Adopting a 5% level of uncertainty, we reject the hypothesis of no 

difference. 
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 We conclude the samples were drawn from different populations. 

6. Solid-waste generation rates measured in metric tons per household per year are collected 

randomly in selected areas of a township. The areas are classified as high-density, low 

density, or sparsely settled. It is thought that generation rates probably differ because of  

differences in waste collection and opportunities for on-site storage. Do the following 

data support this hypothesis? 

High Density Low Density Sparsely Settled 
1.84 2.04 1.07 
3.06 2.28 2.31 
3.62 4.01 0.91 
4.91 1.86 3.28 
3.49 1.42 1.31 

Solution: 

We will use the multi-sample Kruskal-Wallis test with an uncertainly level  = 

0.1.  The null hypothesis is that all samples have been drawn from the same 

population. The rank sums are 55, 39 and 26 for the high density, low density, and 

sparsely settled samples respectively. The Kruskal-Wallis statistic is 

 
2 2 212 55 39 26

3(15 1) 4.22
15(15 1) 5 5 5

( )H = + + - + =
+

 

Using the 2 distribution with 3 1 2- = degrees of freedom, the associated 

PROB-VALUE is 0.121. We fail to reject the null hypothesis. The sample does 

not support the hypothesis of differing waste generation rates. 

7. The distances travelled to work by a random sample of 12 people to their places of work 

in 1996 and again in 2006 are shown in the following table. 

 Distance (km)  Distance (km) 

Person 1996 2006 Person 1996 2006 

1 8.6 8.8 7 7.7 6.5 

2 7.7 7.1 8 9.1 9 

3 7.7 7.6 9 8 7.1 

4 6.8 6.4 10 8.1 8.8 

5 9.6 9.1 11 8.7 7.2 

6 7.2 7.2 12 7.3 6.4 
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Has the length of the journey to work changed over the decade? 

Solution: 

The sample can be considered as twelve paired observations. By taking 

differences between paired values, we get measures of the change for each 

individual. If the median change for the population is zero, we expect a sample to 

have a median difference near zero. Thus we will do a sign test for the median 

difference with a hypothesized value of zero. In other words, the hypotheses are 

0 AH : 0  and   H : 0   We denote samples values whose distance 

decreased with a minus sign. Sample values with a positive difference get a plus 

sign. The sample becomes 

S = {-,+,+,+,+,0,+,-,+,-,+,+} 

Ignoring the tie, this is a sample of size 11 with 8 values above the hypothesized 

median. We are using Format (C) of Table 10-1, thus the PROB-VALUE is  

2 ( 8)P X   where X is a binomial variable with  = 0.5. From the equation for 

the binomial, the PROB-VALUE is found to be 0.113.  At the  = 10% level, we 

fail the reject the null hypothesis. We cannot conclude there has been a change in 

distance.   

8. One hundred randomly sampled residents of a city subject to periodic flooding are 

classified according to whether they are on the floodplain of the major river bisecting the 

city or off the floodplain. These households are then surveyed to determine whether they 

currently have flood insurance of any kind. The survey results are as follows: 

 On the Floodplain Off the Floodplain 

Insured 50 10 

No Insurance 15 25 
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Test a relevant hypothesis. 

Solution: 

We will do a 2 test for a relationship between insurance and house location. The 

null hypothesis is no relationship (independence). Augmenting the data with 

expected frequencies, we have: 

 

 On the Floodplain Off the Floodplain 
Insured 50 

(39) 
10 
(21) 

No Insurance 15 
(26) 

25 
(14) 

The corresponding 2 value is 22.16.  Table A-8 shows that with 1 degree of 

freedom, P(2 > 20) is zero to 3 decimal places. Thus for any reasonable level of 

uncertainty (any  < 0.0005), we can reject the null hypothesis. 

 The occurrence of sunshine over a 30-day period was calculated as the percentage of time the 

sun was visible (i.e., not obscured by clouds). The daily percentages were: 

Day   

Percentage 

of sunshine    Day   

Percentage 

of sunshine   Day   

Percentage 

 of sunshine   

1 75 11 21 21 77 

2 95 12 96 22 100 

3 89 13 90 23 90 

4 80 14 10 24 98 

5 7 15 100 25 60 

6 84 16 90 26 90 

7 90 17 6 27 100 

8 18 18 0 28 90 

9 90 19 22 29 58 

10 100 20 44 30 0 
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If we define a sunny day as one with over 50% sunshine, determine whether the pattern 

of occurrence of sunny days is random. 

Solution: 

For this we can use the number-of-runs test. Rather than calculate runs across two 

samples, here we will simply note if a day has 50% or more sunshine. The sample 

becomes 

S={+,+,+,+,-,+,+,-,+,+,-,+,+,-,+,+,-,-,-,-,+,+,+,+,+,+,+,+,-} 

We see that the sample consists of 12 runs. There are nx = 21 sunny days, and ny = 

9 cloudy days.  Because nx < 20, we cannot use the normal approximation given 

in Table 10-5. Instead the probability is computed using combinatorial rules, and 

is approximately 0.4. This is far too large for rejection of the randomness 

hypothesis.  We cannot conclude the pattern is non-random. 

9. Test the normality of the DO data (a) using the Kolmogorov–Smirnov test with the 

ungrouped data of Table 2-4 and (b) using the χ2 test with k = 6 classes of Table 2-6. 

Solution: 

(a) We will take the mean and standard deviation as known rather than estimated 

from the sample. Doing so results in calculated PROB-VALUES that are smaller 

than the true values (i.e., we are more likely to reject the null hypothesis).  For the 

DO data the mean and standard deviation are 5.58 and 0.39 respectively.  We sort 

the data, and then find the differences between the observed and expected 

cumulative distributions. The table below shows the results for a few of the 50 

observations: 

xi S(xi) F(xi) |S(xi)-F(xi)| 

4.2 0.020 0.015 0.005 

4.3 0.040 0.023 0.017 

4.4 0.060 0.032 0.028 

… … … … 

5.9 0.780 0.692 0.088 

… … ... … 
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6.7 0.960 0.960 0.000 

6.8 0.980 0.972 0.008 

6.9 1.000 0.981 0.019 

 

The maximum difference is 0.088. Table A-9 shows that with 50 degrees of freedom, the 

corresponding PROB-VALUE is about 0.6.  We obviously cannot reject the hypothesis of 

normality.  

(b) Here we will take the mean and standard deviation as unknown, to be estimated from the 

sample. In other words, we estimate two parameters from the sample. In building the 2 

table, we combine the first two and the last two categories in Table 2-6 to ensure at least 

2 expected frequencies per cell. This reduces the number of categories 4, as seen in the 

table below:   

Group Minimum Maximum Oj Ej (Oj-Ej)2/Ej 

1 4.000 4.990 9 3.3 10.13 

2 5.000 5.490 10 17.0 2.89 

3 5.500 5.990 20 21.7 0.14 

4 6.000 6.990 11 7.0 2.24 

The observed Chi-square value is 15.4. With  k – p – 1 = 4 – 2 – 1 = 1 degrees of 

freedom, Table A-8 shows that the PROB-VALUE is less than 0.0005. We therefore 

reject the null hypothesis. 

Note that with only 4 classes, we can obtain only a rough idea of the distribution of DO. 

The 4 classes given in Table 2-6 do not yield a distribution that is at all similar to the 

normal distribution. In practice one would need many classes (and observations) for the 

2 test to be reliable. 
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Nonparametric Hypothesis Testing  
 
EARNING OBJECTIVES 

By the end of this chapter, you will be able to: 

1. Identify and cite examples of situations in which nonparametric tests of hypothesis are 
appropriate. 

2. Explain the logic of nonparametric hypothesis testing for ordinal variables as applied to 
the Mann-Whitney U and runs tests. 

3. Perform Mann-Whitney U and runs tests using the five-step model as a guide, and 
correctly interpret the results.  

4. Select an appropriate nonparametric test. 

5. FORMULA 1  
1

11
21 2

1) + (
R

nn
nnU 

 
6.  
7. where: n1 = number of cases in sample 1 
8.    n2 = number of cases in sample 2 
9.                                  ∑R1 = the sum of the ranks for sample 1 
10. For our sample problem above 

11. 
   5.173

2

3)12(1
1212 U

  

12. 
5.173

2

156
144 U

 
13. U = 48.5 
14.  
15. Note that we could have computed the U by using data from sample 2. This alternative 

solution, which we will label U´ (U prime), would have resulted in a larger value for U.  
The smaller of the two values, U or U´, is always taken as the value of U. Once U has 
been calculated, U´ can be quickly determined by means of Formula 2: 

16. The alternative or research hypothesis is usually a statement to the effect that the two 
populations are different. This form for H1 would direct the use of a two-tailed test. It is 
perfectly possible to use one-tailed tests with Mann-Whitney U when a direction for the 
difference can be predicted, but, to conserve space and time, we will consider only the 
two-tailed case. 
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17. In step 3, we will take advantage of the fact that, when total sample size (the combined 
number of cases in the two samples) is greater than or equal to 20, the sampling 
distribution of U approximates normality. This will allow us to use the Z-score table (see 
Appendix A of the textbook) to find the critical region as marked by Z (critical). 

18. To compute the Mann-Whitney U test statistic (step 4), the necessary formulas are 

19. FORMULA 3  Z (obtained) =
U

U


U

  

20. FORMULA 5   U  = 12

1) +  + (  2121 nnnn

 
21. We now have all the information we need to conduct a test of significance for U. 

22. Step 2. Stating the Null Hypothesis 
23. H0: The populations from which the samples are drawn are identical on the variable of 

interest. 
24. (H1: The populations from which the samples are drawn are different on the variable of 

interest.) 
25. Step 3. Selecting the Sampling Distribution and Establishing the Critical Region.  
26. Sampling distribution = Z distribution 
27. Alpha = 0.05 
28. Z (critical) =  1.96 
29. Step 4. Calculating the Test Statistic. With U equal to 48.5, U equal to 72, and U of 

17.32, 

30. Z (obtained) = U

U


U

 

31. Z (obtained) = 32.17

725.48 

  
32. Z (obtained) = -1.36 
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33. Step 5. Making a Decision. The test statistic, a Z (obtained) of -1.36, does not fall in the 
critical region as marked by the Z (critical) of  1.96. Therefore, we fail to reject the null 
of no difference. Male students are not significantly different from female students in 
terms of their level of satisfaction with the social life available on campus. Note that if 
we had used the U´ value of 95.5 instead of U in computing the test statistic, the value of 
Z (obtained) would have been +1.36, and our decision to fail to reject the null would have 
been exactly the same.  

34. Making Assumptions.  
35. Model: Independent random sampling 
36. Level of measurement is ordinal 
37. Step 2. Stating the Null Hypothesis. 
38. H0: The two populations are identical on level of pain. 
39. (H1: The two populations are different on level of pain.) 

IV. The ANOVA Table: Sums of Squares and Degrees of Freedom 
 
A. Introduction 
 
At the heart of any analysis of variance is the ANOVA Table. The formulas for the sums of 
squares in ANOVA are simplified if the k samples are all of the same size nS. In the interests of 
simplicity, therefore, the following discussion assumes that all k samples contain the same 
number of observations nS. 
 
B. Notation 
 
 The index i represents the ith population or treatment, where i ranges from 1 to k 
 The index j represents the jth obsevation within a sample, where j ranges from 1 to nS 
 n is the total number of observations from all samples 
 yij is the value of the jth observation in the ith sample 

 iy is the mean of the ith sample 

 y  (read “y double-bar”) is the mean of all n observations, 

 


k

i

n

j
ij

S

y
n

y
1 1

1

, or the mean of the 

sample means (hence the “double-bar” in the name), k

yyy
y k


21
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C. Sums of Squares 
 

Sum of Squares for Treatments, 
 2S i

1

y y
k

i

n


 SSR

is the “Between Group” variation, where 
the k “groups” or populations are represented by their sample means. If the sample means differ 
substantially then SST will be large.  

Sum of Squares for Error, 
 

k 2
ij i

i 1 j 1

  y y
nS

 
 SSE

is the “Within Group” variation and 
represents the random or sample-to-sample variation 

Total Sum of Squares, 
 

k 2
ij

i 1 j 1

  y y
nS

 
 SST

is the total variation in the values of the response 
variables over all k samples. (Note: SST is the same as in regression) 
 
The ANOVA Table below summarizes some of the information in this section 
 
ANOVA Table for One-Way Analysis of Variance 
Source Sum of Squares Df Mean Square F-Ratio P-Value 

Between  groups SSR k - 1 MSR = SSR/(k-1)   F = MSR/MSE  
Within groups SSE n - k MSE = SSE/(n-k)   
Total (Corr.) SST n - 1    

 
V. Using Statgraphics 
 
To perform a one-way analysis of variance in Statgraphics, follow Compare > Analysis of 
Variance > One-Way ANOVA and enter the response and factor into the dependent variable and 
factor fields, respectively.  
 
Example 1 (continued): For the lightbulb problem, the spreadsheet might look like the one 
below. Notice that the qualitative factor Brand doesn’t need to be numeric. Statgraphics will treat 
the factor in ANOVA as qualitative, so there is no need to recode it as a numeric variable. For 
the same reason there is no need to create dummy variables as in regression. 
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This leads to the ANOVA Table below. Looking at the P-value for the F-test, we conclude that 
there is strong evidence that at least two of the mean lifetimes differ.  
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VI. Two-Way ANOVA 
When the effects of two qualitative factors upon a quantitative response variable are investigated, 
the procedure is called two-way ANOVA. Although a model exists for two-way analysis of 
variance, similar to the multiple regression model, it will not be covered in this class. Neither 
will we cover the details of the ANOVA Table. Nevertheless, there are some new considerations 
in two-way ANOVA stemming from the presence of the second factor in the model. 
Example 2: The EPA (Environmental Protection Agency) tests public bodies of water for the 
presence of coliform bacteria. Aside from being potentially harmful to people in its own right, 
this bacteria tend to proliferate in polluted water, making the presence of coliform bacteria a 
surrogate for polution. Water samples are collected off public beaches, and the number of 
coliform bacterial per cc is determined. (See the file “Bacteria.” 
The EPA is interested in determining the factors that affect coliform bacterial formation in a 
particular county. The county  has beaches adjacent to the ocean, a bay, and a sound. The EPA 
beleives that the amount of “flushing” a beach gets may affect the ability of polution to 
accumulate in the waters off the beach. The EPA also believes that the geographical location of 
the beach may be significant. (There could be several reasons for this: the climate may be 
different in different parts of the county, or the land-use may vary across the county, etc.)  
 
 
 
 
 
 
 
 

Means and 95.0 Percent LSD Intervals

Brand

H
ou

rs

Dot GE West generic
1.7

1.9

2.1

2.3

2.5
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As luck would have it, there is at least one beach for each combination of type (ocean, bay, 
sound) and location (west, central, east) within the county. Because of this, the EPA decides to 
sample a beach at each of the 9 possible combinations of type and location and conduct a two-
way analysis of variance for coliform bacterial count. Two independent samples are taken at each 
beach to allow for an estimation of the natural variation in coliform bacterial count (this 
“repetition” is needed for the computation of MSE, which estimates the sample-to-sample 
variance in bacterial counts). 
VII. Two-Way ANOVA Using Statgraphics 
To perform a two-way analysis of variance in Statgraphics, follow Compare > Analysis of 
Variance > Multifactor ANOVA and enter the response and factors into the dependent variable 
and factor fields, respectively. 
Example 2 (continued): Since data from such a study often appears in the form of a two-way 
table, with one factor as the row variable, the second as the column variable, and the 
observations as values in the row-by-column cells, it is important to remember that each variable 
must have its own column in the spreadsheet as in the example below. (This may require that you 
re-format the original spreadsheet prior to beginning the analysis.) 
 

 
 
The default ANOVA Table below has separate rows for the factors Type (called factor A) and 
Location (called factor B). A test of the significance of each factor is performed and the 
corresponding p-value displayed. It appears that both the type of beach and its location affect 
coliform bacterial count. 
 
But does the effect of the beach type on bacteria count depend upon its location within the 
county? If the particular pairings of factor levels are important, the factors are said to “interact.” 
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Source                Sum of Squares     Df    Mean Square    F-Ratio    P-Value
--------------------------------------------------------------------------------
MAIN EFFECTS
 A:Type                      364.778      2        182.389      16.00     0.0003
 B:Location                  1430.11      2        715.056      62.71     0.0000

RESIDUAL                     148.222     13        11.4017
--------------------------------------------------------------------------------
TOTAL (CORRECTED)            1943.11     17
 
 
Before interpreting the results in the ANOVA table above, we should consider the role that 
interaction plays. If the effect of beach type on bacteria formation depends on the location of the 
beach then it is better to investigate the combinations of the levels of the factors type and 
location for their affect on bacteria. It will come as no surprise to you that there is a hypothesis 
test for interactions.  
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POSSIBLE QUESTIONS 

PART – B (SIX MARKS) 

1.In 600 throws of a six faced dice, odd points appeared 360 times. would you say that the dice  
     is fair at 5% level of significance? 
 
2.A wholesaler in apples claims that only 4% of the apples supplied by him are defective. A    
    random 0f 600 apples contained 36 defective apples. Test the claim of the wholesaler. 
 
3.In a sample of 400 population from a village 230 are found to be eaters of vegetarian ietems   

and the rest non vegetarian items.can we assume that both vegetarian and non vegetarian 
food are equally popular? 

 
4.A random sample of 500 pineapples were taken from a large consignment and 65 were found 

to be bed. Show that the standard error of the population of bad once in a sample of the size 
is 0.015,and deduce that the percentage of bad pineapples in the consignment almost 
certainly lies between 8.5 and 17.5 

 
5.A machine puts out 16 imperfect articles of 500.After the machine is overhauled,it puts out 3      

imperfect articles in a batch of 100.Has the machine improved? 
 
6.In a simple random of 600 men taken from a big city,400 are found to be smokers. In another 

simple random sample 900 men taken from another city 450 are smokers. Do the data 
indicate that there is a significant difference in the habit of smoking in the two cities. 

 
7.Sample of two different types of bulbs were tested for length of life,and the following data 

were obtained: 
 Type I Type II 
Sample size 8 7 
Sample mean  1234 hours 1136 hours 
Sample of SD 36 hours 40 hours 

Is the difference in the means significant? 
(Given that the significant value of t at 5 % level of significance for 13 d.f. is 2.16) 
 
8.A dice is tossed 120 times with the following results: 
No.turned 
up 

1 2 3 4 5 6 Total 

Frequency  30 25 18 10 22 25 120 
Test the hypothesis that the dice is unbiased. 
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9.The following results are obtained from a sample of 10 boxes of biscuits: 
   Mean weight of contents = 490gms 
   Standard deviation of the weight = 9 gms. 
   Could the sample come from a population having a mean of 500 gms. 
 
10.4 coins were tossed 160 times and the following results were obtained : 

No of heads 0 1 2 3 4 
Observed frequencies  17 52 54 31 6 

   Under the assumption that coins are balanced,find the expected frequencies of getting   
0,1,2,3,or 4 heads and test the goodness of fit. 

 
PART – C (TEN MARKS) 

11. Sample of two different types of bulbs were tested for length of life, and the following data       
were obtained: 

 Type I Type II 
Sample size 9 7 
Sample mean  1752 hours 1137 hours 
Sample of SD 38 hours 42 hours 

      Is the difference in the means significant? 
     (Given that the significant value of t at 5 % level of significance for 13 d.f. is 2.16) 
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