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OBJECTIVES

e To provide various Amplitude modulation and demodulation systems.

e To provide various Angle modulation and demodulation systems.

e To provide some depth analysis in noise performance of various receiver.

e To study some basic information theory with some channel coding theorem.

INTENDED OUTCOMES:
Student will gain knowledge on

Various Amplitude modulation and demodulation systems.
Various Angle modulation and demodulation systems.

Some depth analysis in noise performance of various receiver.
Some basic information theory with some channel coding theorem.

UNIT-I AMPLITUDE MODULATION

Generation and demodulation of AM, DSB-SC, SSB-SC, VSB Signals, Filtering of sidebands,
Comparison of Amplitude modulation systems, Frequency translation, Frequency Division multiplexing,
AM transmitters — Super heterodyne receiver, AM receiver.

UNIT-1I ANGLE MODULATION

Angle modulation, frequency modulation, Narrowband and wideband FM, transmission bandwidth of FM
signals, Generation of FM signal — Direct FM — indirect FM, Demodulation of FM signals, FM stereo
multiplexing, PLL — Nonlinear model and linear model of PLL, Non-linear effects in FM systems, FM
Broadcast receivers, FM stereo receives.

UNIT-1I RANDOM PROCESS
Random variables, Central limit theorem, Random process, Stationary processes, Mean, Correlation &
Covariance functions, Power spectral density, Ergodic processes, Gaussian process, Transmission of a
Random process through a LTI filter.

UNIT-IV  NOISE CHARACTERIZATION

Noise sources and types, Noise figure and Noise temperature, Noise cascaded systems, Narrow band
noise, PSD of in-phase and quadrature noise, Noise performance in AM systems, Noise performance in
FM systems, Pre-emphasis and de-emphasis, Capture effect, Threshold effect.

UNIT-V INFORMATION THEORY

Uncertainty, Information and entropy, Source coding theorem, Data compaction, Discrete memory less
channels, mutual information, channel capacity, channel coding theorem, differential entropy, and
mutual information for continuous ensembles, information capacity theorem, implication of the
information capacity theorem, rate distortion theory, Compression of information.
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RIRODUCTION TO COMMUNICATION SYSTEMS

Inication ?

e process of conveying information from one

)UIrpose C nication system?

purpose of communicati systems IS to communicate
1ation bearing signals from a source located at one point in space
destination located at another point.

nree most common sources of information are: speech (or

), video and data.
dless of the source, the information that I1s transmitted and

‘received in a communication system consists of a signal, encoding the
information in some appropriate fashion



MODEL OF COMMUNICATION SYSTEMS

Communication System

Information
Source



NTRODUCTION TO
COMMUNICATION

nication systems is to communicate information
ayout of a communication :

microphone) converts the input message into a
0., J voltage)

I' I B
1S transmitted over a channe
ant function on communicatio
making use of a carrier signal , anc

ans of a transmitter which performs a very
by encoding the signals in some
onverted by a receiver into an output

t transducer (e.g., a loudspeaker) converts the received signal into an
age (e.g.. sound).The information is contained in a so- called
ing signal that modulates a carrier signal.

For example, in FM radio the modulating signal consists of speech and
music, and the carrier is a sinusoidal wave of pre-determined frequency, much
higher than the modulating signal frequency.



NOIS

e nCT Ssanwantcd signals that tends to disturb the transmission
RIEITOCESSIE 0l S1anals im communication system

| 1]

NOISE

INTERNAL
NAL
LE‘ Manr_nade Shot White
' Noise Noise Noise
ic
Noise Thermal

Noise



ORMATION
THEORY

titative measure of the information

Ignal and allows us to determine the

Ication system to transfer the
tination

rmation theory is used for mathematical modelling
alysis of the communication system



COMMUNICATION SYSTEM

COMM SYSTEM

- IYBRID COMM DIGITAL COMM

munication System:

munication is that types of communication in which the message or
nal i.e transmitted is analog in nature.
that in analog communication the modulating signal (i.e base-band
I analog signal.

5 analog message signal may be obtained from sources such as speech,
video shooting etc. Analog signals are continuous in both time and value.
*Analog signals are used in many systems, although the use of analog signals has
declined with the advent of cheap digital signals.
All natural signals are Analog in nature.




IYPESTOF COMMUNICATION
CONT...

N System

message signal to be transmitted is digital in nature.
ation involves the transmission of information in digital

gnals are discrete

als are signals that are represente
nd to different discrete voltage values
ounded off.

s are sampled, quantized & encoded version of continuous time signals which they
) addition, some techniques also make the signal undergo encryption to make the
10re tolerent to the channel.

inary numbers, "1" or "0". The 1 and 0 values can
any signal that doesn't quite fit into the scheme

B

- Adva

of digital communication over analog communication system

Increased immunity to channel noise and external interference.
~ + Flexible operation of the system.

« A common format for the transmission of different kinds of message signal (e.g voice
signal, video signal , computer data ).



MAJOR CLEASSIFICATION OF COMMUNICATION
SYSTEM

ICAL STRUCTURE




VIAJORTCEASSIFICATION OF COMMUNICATION

SYSTEM
SNAL SPECIFICATIONS

or information signal.
signal.

BASEBAND SIGNAL

ation syste

NATURE OF TRANSMITTED L

—=
1d signal can either be transmitted as it is without modulation, or through a
ith modulation. The two systems can then be categorized as:

nunication system
munication system

| I— efdre, the four types of communication system categorized based on signal
specification are:

Analog communication systems

» Digital communication systems

« Baseband communication systems

« Carrier communication systems



MODULATION




VIODULATION

1at IS modulation?

Modulation is performed at the transmitting end of the communication system.

At the receiving end of the system we usually require the original baseband signal to
e restored, this is usually accomplished by using a process known as demodulation
which is the reverse process of the modulation

Messag; . Moduiated Channel ) Estimate of
signal Madlateys wave output R DreTOC B message signal

Sinusoidal
carrier wave

» |n basic signal processing terms, we thus find that the transmitter of an analog
communication system consists of a modulator and the receiver consists of a
demodulator as



W Gare the reasons for modulation?

employed however, the system designer
owing problems:

ne equipment limitations

To reduce noise and Interferences



What arce the Different Modulation
Vethods?

Types of Modulations

0__—‘_—!

Continuous Wave Modulation

'___l___‘ ‘____J.___.‘

iy

Frequency




AMPLITUDE
MODULATION

odulation?

IS given as

ce of carrier wave c(t) is physically independent of the source
ole for generating m(t)

de modulation is defined as a process in which the amplitude of the
ave c(t) is varied about a mean value, linearly with the baseband

* An amplitude modulated wave may thus be described in its most general
form as a function of time as follows

s(t) = A[1 + km(t)] cos(27f¢)



AMPLITUDE
MODULATION

s(t) = A[1 + k,m(t)] cos(2mf.t)

From the above egn , we find that the fourier transform of the AM wave s(t) is
given by

kA,

A,
(f) =57 18lf = fa + 8lf + L)l + =~ [M{f = fo) + M{f + f)
Spectrum of baseband signal Spectrum of AM wave
a1

Upper ' Upper

sideband / sideband
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OVERTMODULATION AND UNDER
MODULATION




UATION OF AN AM WAVE

us value of modulating signal and carrier signal can be represented as

Instantaneous value of modulating signal
Cw = Euy sinoyt

where ¢y = instantaneous amplitude
Em = maximum amplitude

0y = 2nfy, = angular frequency and
frequency of modulating signal

Instantaneous value of carrier signal
¢. = E,sinot
where e. = inslantaneous amplitude

Ec = maximum amplitude
2nf; = angular frequency and

frequency of carrier signal



=guation of an AM Wave cont...

mplitude modulated signal

| expression for modulating and carrier signals, we can
ession for the complete modulated wave, as given

-
- 1

E,\\ - lzc ’clﬂ . cm - E"\ sin (')m(
= E.+Eq SINn 0yt

eous value of the amplitude modulated wave is given as
EAM sin 0
Eam sin ot

(E. + Ep sin 0pt) sin ot




BALCULTION OF PERCENTAGE OF
MODULATION

e can visualize that something unusual (distortion) will occur if
al voltage En must be less than the carrier voltage Ecfor

1ip betwe de of the modulating and carrier signals is
it is expressed in their ratio, commonly known as modulation

2]

>

called modulation factor, modulation
e

coefficient or the degree of

e ratio of the modulating signal voltage to the carrier voltage

. _Ea

E.

The modulation index is a number lying between 0 and 1 and it is very often
expressed as a percentage and called the percentage modulation



DEGREE OF
MODULATION

odulation index using AM wave

with this relation we can calculate the modulation index from the
ence we can write

- ,lr’\!ll . (Emu I‘..,..,\,,);"

- —

([ may * E 1ih )/




REQUENCY SPECTRUM AND BANDWIDTH OF A.M
WAVE

Roy=s <o ¢ | SO ARG - - . -~} — v s Fle A
BRGCUT T Lhe IregueSn oy SpeEClrlm direcily aoave anad peiow (he cal

Em = mE,

uting the value in egn we get
(E,+mE, sinwgt ) sin ot
E.(1+msinogt) sinwt

E, sinw.t + mE; sinwgtsin wt

Egn 3 can be further expanded by means of the trignometric relation

sina sin b= [cos (a-b)-cos (a+h)]

e eneinnals at difterent freqguencies. called side frequencies o



REQUENCY SPECTRUM AND BANDWIDTH OF A.M

i mkE.
eam = Ecsinoct+ ,J‘

e i

C

] CDS':I'UE = Iﬂn-, JI:

cos{w, —wm )t =

— e ——

| Lower side bam_j Upper side band

carrier

Looking at egn 4 we can say that 1stterm represents unmodulated carrier and two
additional terms represents two sidebands

The frequency of the lower sideband (LSB) is fc — fm and the frequency of the upper
Ideband (USB) is fc+fm

ANDWIDTH OF AM WAVE

e know bandwidth can be measured by subtracting lowest frequency of the signal
m highest frequency of the signal

* For amplitude modulated wave it is given by

Fostt = fisn

‘r'. * rm ) g ("s‘ o rl‘l)

2

* Therefore the bandwidth required for the amplitude modulation is twice the frequency
of the modulating signal



DISTRIBUTION IN AN A.M
W=

vave has three components :

sum of the carrier power Pc and Power in
0 sidebands Pusb and Plsb. It is given as

P; ' Pl'\ll ' Pl.\n

b |

" Ewn®

Where all three voltage represents r.m.s values and resistance R is a characteristic
Impedance of antenna in which the power is dissipated



SOWER DISTRIBUTION IN AN A.M
" WAVE CONT...

ation index in terms c

Pc and Ptotal
ssion efficiency



e OF AN MOBUTATIOR

Irtue Is its simplicity of implementation
Itter side?

1de?

ens In the rece

ns
le modulation is wasteful in power
modulation IS wasteful in bandwidth

How to overcome these limitations?



quation of DSB-SC
s(H)=c(t)m(t)

1

"DOUBLE SIDE BAN
SUPPRESSED CARRI
-SC signal

s(t) = A _m(t) cos(2mf.t)

(f) = 5 AIM(f = £) + M(f + £)]

the above egn the Fourier transform of s(t) is



DOUBLE SIDE BAND-
SUPPRESSED CARRIE

‘ ar modulation where the signal is generated by simply multiplying
a message signal along with a carrier wave

DSB-SC
Baseband Product
signal i) T modulated wave
s{f) = A, m{z) cos (2muf.t)

Carrier
A, cos (2mf.10)




DOUBLE SIDE BAND- SUPPRESSED CARRIER
YSICAL APPEARANCE OF DSB-SC SIGNAL

BASEBAND SIGNAL

Phase reversals

DSB-SC MODULATED WAVE



DOUBLE SIDE BAND-
SUPPRESSED CARRIER

FREQUENCY SPECTRUM OF DSB-SC SIGNAL

SPECTRUM OF BASEBAND SIGNAL SPECTRUM OF DSB-SC MODULATED WAVE



GENERATION OF DSB-SC
ED MODULATOR

BALANCED MODULATOR



RATION OF DSB-SC

GEN

SBALANCED MODULATOR

ators may be expressed as follows

. SN -
s1(t)= AL 1 + kmit)Jeos(2rfu

$2(0)= AL1 —kmit)}cos(2nfs

ing 2nd eqn from the 1steqn we obtain

s(t) =5,(t) —s,(1)

= 2k,A, cos(2nf t)mlt)



WAV EFORMIAEEUSTRATING THE OPERATION OF THE RING
MODULIATOR FORA SINUSOIDAL MODULATING WAVE

MODULATING WAVE




TRUM OF RING MODULATOR OUTPUT

ILLUSTRA'_I'ING THE SPECTRUM OF RING MODULATOR OUTPUT



=VIODULATION OF DSB-SC

HERENT DETECTION

hat is Coherent Detection?

eration of Coherent Detection

Product | Low-pass
moduiator | | filter

| Ag cos (2mf 1+ @)

Local
oscitlator

COHERENT DETECTOR FOR MODULATING DSB-SC



QUATIONTOF COHERENT DETECTION OF
DSBSC WAVES

t modulator output is given as shown in the figure
(1) = Al cos(2mft + &)s(t)
=A A, cos(2nf.t) cos(2nft + ¢ym(t)

= %A,A" cos(dmft + dymit) + %A,A: cosd m(t)

At the filter output we then obtain a signal given by

]
v ll) = EA""'!': cosdh m(t)

lllustrating the spectrum of product modulator o/p with a DSBSC wave as i/p



DEMODULATION OF DSB-SC

COSTAS RECEIVER

'
Product Lowpass |7 A cosomirl
modulator filter
d Voltage- l
Phase
-90*
phase shifter

DSB-SC signal
A, cos (2xf.1) mit)

%A, sin@miz}




WEMODULATION OF DSB-SC
SQUARING LOOP




EQUATION OF
QUARING LOOP

Is characterized by the relation

s(t)= A, cos(2aft)milt)
| to the input of this square law device we obtain

W1)=A42 cos*(2rf1)m*(1)
Al

The o/p is approximately sinusoidal as shown

1‘11
elt) = ~1i E Af cos(4nf1)



SQUARING LOOP Cont..

0 the Amplitude response of narrow band filter




= SID

Of DSB-SC ?

BAND

sidebands carry same information, DSB signal

DSB the basic info IS transmitted twice once ineach

‘there is absolutely no reason to transmit both sidebands in order to
e information

and may be suppressed

1g signal is a single sideband commonly referred to as single
ppressed carrier signal

W

jeband



SINGLE SID

)FE BASEBAND SIGNAL

[T]

BAND

T —— A S G w—— S — — T ——— -

Je =W e fe*W



SINGLE SIDE BAND

=SSB WAVE WITH THE UPPER SIDEBAND TRANSMITTED




QUATION OF SSB SIGNAL

description of an SSB wave s(t) in the canonical form

s(t)=51) ms{zmri =5t) sin2nf)
and Ss(t) are related to that of the SSB wave s(t) as

P e o

W< f<W
4 {FS(I —f)=S(f +£J). dm:efm <

e basis of the below figure we can write
SAf)=3AM(f

Accordingly the in phase component sc(t) is defined by

{)=1Am(1)




By

EQUATION OF SSB
IGNAL Cont...

Ig we can write

J—- 'g_ AMI ), P 25 0
S(f)=4 . i

l AMTYL S <0

N s
= = A sgn(IM( /)

here sgn(f) is the signum function equal to +1 for positive frequencies , zero
r f=0 and -1 for —ve frequencies. However we note that

'—j sgnl [ IMI fi= .':f[j']
~~ The hilbert transform of m(t) substituting 2nd eqn in the 1stegn

SAN)1="2A M

Which shows that the quadrature component ss(t) is defined by

s{t)=2Amlr)



SPECTRUM OF SSB WAVE

SSB WAVE



SPECTRUM
Cont...

'QUADRATURE COMPONENT

The cananonical representation of an SSB wave s(t) obtained bt transmitting only the
upper sideband is as follows

-,ﬂn=-§.-l,nﬂr icuﬂlqj;rl—id,rﬁir sin(2n/1)



SENERATION OF SSB WAVES
QUENCY DISCRIMINATION METHOD

Block Diagram of the Frequency Discrimination Method for Generating SSB Waves




—RATION OF SSB WAVE
ASE DISCRIMINATION METHOD

modulating wave
m(t)

BLOCK DIAGRAM OF THE PHASE DESCRIPTION METHOD FOR GENERATING SSB WAVES



PHASE DISCRIMINATION
METHOD

Block diagram of the phase discrimination method for generating SSB waves by using a pair
of phase shifting network to realize a constant 90 degree phase difference

Product -
modulator 9
A
+
90°
nhase-shifte
, Product
modulator
. n




BOVEARISON BETWEEN SSB SUPRESSION METHODS

E Filter Method Phase shift method Third method
Method used Filter is used to Phase-shifting Similar 1o phase-shift
remove unwanted techniques is used to method, but carrier
sideband. remove unwanted signal 1s phase shifted
sideband. by 90°.

90" phase shift Not required Requires complex Phase shift network is
phase shift network simpia RC circuit

Possible Not possible to Possible to generate Possible to generate .
frequency generate SSB at any SSB at any frequency. | SSB at any frequency.,
range of SSB frequency.

Need for Required Not required Not roq.uired
up-conversion

5 | compety | tess | wesom [ bon

Design aspects | Q of tuned circuit, Design of 90° phase Symmetry of balanced
Filter type, it size, shifter for entire modulators.
weight and upper modulating frequency
frequency limit. range. Symmetry of
balanced modulators.

ubynoss | Yes | N | N

Switching ability| Not possible with Easily possible Easily possible. But
existing circuil. Extra extra crystal is required
fiter and switching
network is necessa



MIODULATION OF SSB WAV
T DETECTION OF SSB WAVE

SPECTRUM OF THE PRODUCT MODULATOR OUTPUT V(t)




o{t) =144 cos(2nft)[m(t)cos(2nf.t) ~m{t)sin(2af )]

=LA Am(t)+ A A m{ccos(dnf) - ltsin(df)]

V(f)="LA4,A[M(f)cos ¢+ M(f)sin ¢]
bt i,

M(f)= —j sgn(/IMy,
Substituting the eqn in the above eqn we get

AAM(exp(~j¢)  [>0

AAM(f)exp(+j¢) [ <0



EEEEGH T OF [HE FREQUENCY ERROR T ON THE O/P OF
N ERGOH ERENT DETECTOR WITH SSB WAVE s(t) AS I/P

Spectrum of Baseband Signal with Energy Gap in the Interval —fa<f<fa

Spectrum of coherent detector o/p with s(t) containing lower side band and Af >0
or with s(t) containing upper sideband and A f<0

~fs —Af ~fo-4&f 0 [+4f h+af




I HEEFREQUENCY ERROR f ON THE O/P
OF THE COHERENT DETECTOR
MITH SSB WAVE s(t) AS I/P cont...

Spectrum of coherent detector output with s(t) containing upper sideband and Af>0
or with s(t) containing lower sideband and Af<0

.:. AALMf)




=S [GIAL SIDE BAND

What is Vestigial sideband modulation & How is VSB wave generated?
SPECTRUM OF BASEBAND SIGNAL



A o8 (Zuf 4]
CATAr W




EQUATION OF VSB WAV

| g of Sc(t) is given by
S{f)=3AM)H(S =f)+H(f +£)]

-~ i -
dN1=1AM(f)
is relation shows that the in-phase

sdt)=1Aml(t)

determine the quadrature component ss(t) of the VSB wave s(t) we first obtained
 fourier transform of sc(t) as

S40)=3 AM(NH(—)-H(f+1)

This egn suggests that we may generate ss(t) except for a scaling factor by passing

thw a filter whose transfer function is defined by

Thus the quadrature component of VSB wave is

omponent of the VSB wave s(t) is defined by

Ss(t)=1/2 Acms(t)



RESPONSE OF AVSB FILTER

Positive Frequency Portion )

Tetfe fo+W

" Frequency response of filter for producing the quadrature component of the
VSB wave




€

Block diagram of phase discrimination method for generating a VSB wave

=\

—RATION OF VSB WAV

y———
S

 \When the minus sign is selected a vestige of the lower sideband is transmitted

» When the plus sign is selected a vestige of the upper sideband is transmitted




RESPONSE OF VSB FILTER

Frequency response of a VSB filter used in TV receivers




_!!:
NWELOPEDETECTION OF A VSB WAVE
PLUS CARRIER

ies the modulated wave applied to the envelope detector input as

slt)= AL+ 1k m(t)Jcos(2nf.t) — k,A m (t)sin(2nf2)

he envelope detector outbut denoted by a(t) is therefore

alt)=A{[1 +3km(0)]’ + [Gham (0]}

=A[l +1k;u(x)]{l +[—1k""—'m }m

L +3komit)



MPARISON OF SSB ,DSB, VSB

Parameter

SSB

DSB

ISB

VS8

Power

less

Medium

High

High but less
than ISB

Bandwidth

b

2l

foit fima

fuic Bw < 26,

Modulating

inputs

1

1

2

1

Use for

Radio
communication

Radio
communication

Telegraphy and
telephony

Television

Carrier
suppression

Complete

Complete

Partly

No

Sideband
suppression

One sideband
completely

No

One per channel

One sideband
suppressed
partially

Transmission
efficiency

Maximum

Moderate

Moderate

Moderate

e

“




SUPER HETRODYN

Wi et perhetrodyne receiver?

| 1]

RECEIVER

ppeTnomoissuperhetrodyne

Block diagram of superhetrodyne receiver



SUPER HETRODYNE RECEIVER

SPECTRUM OF SUPERHETRODYNE RECEIVER




IODULATION



A sinusoid, meaning a sine wave -or- a cosine wave, is the basic building block of
all signals.

Sinusoid
waveform

Cosinusoid
waveform




.
b

ewave Characteristics

A

B Phase

opmdury

Time

Frequency =

Period A sinusoid has three properties . These

are its amplitude, period (or
frequency), and phase.



lodulation

| Tybes of Modulation

Phase Modulation

Vsin(o*t+®)

With very few exceptions, phase
modulation is used for digital
information.



modulat1on

S of Modulation

Carrier Variations
= Amplitude
= Frequency

- @ Phase



-

Viodulation Process

lodulating
gnal

Modulator
Modulated Signal

ral process is the same regardless of the how the carrier is
‘or our purposes, modulation means the variation of a carrier wave in

Al _e 1] . 1- ation.
J i
‘ -

-



What 1S Angle Modulation?

v.(t)=V-sin(2-x-f. -t + phase)

Angle modulation is a variation of
one of these two parameters.



anding Phase vs.
Amplitude

To understand the
difference between
phase and frequency, a
signal can be thought
of using a phasor
diagram. The distance
from the center is the
signal's amplitude.
The angle from the
positive horizontal axis
in phase.



Rl e
The change in the phase over time

(the phase velocity) is the signal's
frequency.



JRderstanding Phase vs.
I Frequency

" Phase =@
* AD

, Frequency = =—
| : y At



IS vs Racing Car

In signals, we track the signal by its
phase. This is its position on the
phasor diagram.

on the track.



IS vs Racing Car

_ In signals, we track the signal's velocity
—— by its frequency. This is how fast it

g, we trackﬁ'ar's velocity by goes around the phasor diagram.

it goes around the track.




/ tion, either PM or FM, varies
the freque phase of the carrier wave.
Because of the practicalities of

blementation, FM is predominant; analog
VI is only used in rare cases.

‘ dulation

nderstanding Angle Modulation

Frequency Modulation

Vin(o) 1 (0)

parameters



Understanding Angle Modulation

juency Modulation

[@. in(o*t+ d)
‘ This remains constant!

In either analog FM or PM, the
amplitude remains constant.

0



2quency Modulation

Ny
| | Envelope

A

neaning the difference between the
] minimum of the carrier, is constant in an
A sig 's why FM is called a constant envelope
signal. The power of an FM signal is shown at right. It
loes not depend upon the modulating signal or the
amount of deviation (

g .

ndefstanding Angle Modulation



jculating Total Power

V. (t) = V-sin(2-7-f. -t+D(t))

Total ower =\/?

~ The total power of an FM signal is simply V2. Therefore, the total power of an
M signal is the power of the carrier. Period. This is regardless of the information or

the deviation ratio.



Information
Signal vCO

Frequency
Modulation

The voltage-controlled oscillator (VCO) is a device whose output frequency
changes with the amplitude of the modulating signal. The amount of change,
called its deviation constant, is dependent upon its design.




=
=
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e
=
o
=
<C

Frequency (kHz)

An FM signal has its energy spread over an infinite number of spectral
components. It's center frequency is the average center of the energy.



)
=
o)
O
=
G
£
<(

40 50 G0

Frequency (kHz)

The deviation is the maximum frequency change from the center
frequency.




)
=
o)
O
=
G
£
<(

40 50 G0

Frequency (kHz)

The excursion is the difference between the maximum and minimum frequency
changes. This is also called the maximum deviation or total deviation.




Amplitude vs Angle
E—— Modulation
Amplitude Modulation

V. () =V()-sIin(2- -, -1+ D)

Angle Modulation

V. () =V-sin(2-w-f, - t+ D(1))




Angle’Modulation - Frequency
‘Modulation

the angle of the carrier.

: .

s of varying the angle of the carrier.

By varying the frequency, o. - Frequency Modulation.
b) By varying the phase, ¢. - Phase Modulation



where g¢is the instantaneous angle = and f; is the instantaneous

frequency.



srequency Modulation
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k deviation of thecarrier.

Hence, we have 1.e.
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Modulation



Icy Modulation

lation Index denoted by B i.e.

perposition does not apply. The FM signal for a message m(t) as a
ery complex. Hence, m(t) is usually considered as a 'single tone
the form



may be expressed as Bessel




|'-'r|:| |: ﬁ:l i"r.-- |

[I_(BIV.] BV

[7_5(B)V ] PRGNS

7 _,(B)V | 1,8V |
7 LBV 7,(B)V]

fo+3f, f.r4f,

The amplitudes drawn are completely arbitrary, since we have not found any value for
J.(P) - this sketch is only to illustrate the spectrum.



Galculating FM
Bandwidth

rm for an FM signal modulated by a real signal would be
ely difficult. Instead, engineers use the special case of an FM signal
odulated by sinusoid, which boils down to:

This integral cannot be solved in closed form. In order to figure out actual
numerical answers, we use Bessel functions, specifically Bessel functions of the
first kind of order n and argument 3.



Calculating FM
Bandwidth

i B Angle Modulation
V (t) V-sin(2-nt-f, -t+ D(t))

= D(t) =B-sin(o,, - t)

L o(t) = [ Bsin(o, -t)dt




Galculating FM

¢ Bandwidth
Angle Modulation

V. ()= V-sin(2-xt-f, -t + (1))

The beta value, called the modulation index, is the ratio
of the deviation of the modulator, f;, multiplied by the
amplitude of the modulating signal and divided by the
modulating frequency, f,, (Objectives 2, 3, 4b,6).







Calculating FM

__ Bandwidth
Angle Modulation

V. ()= V-sin(2-xt-f, -t + (1))

The designator when looking at real signals is the
deviation ratio, D, which is the product of the modulator
deviation, £y, multiplied by the amplitude of the
modulating signal, V, divided by the maximum frequency
of the modulating signal, W (Objectives 2, 3, 4b, 6).



carson's Rule

BW = 2°1:max (B +1)
=2 (fmax +fdev)

Carson's Rule, named after an engineer who did not think that FM would
provide any improvement over AM, provides a rough calculation of the
bandwidth of an FM signal based upon its design parameters and the
parameters of the modulating signal (Objectives 2, 3, 4b, 6).



FIM Detected Baseband Spectrum
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M Spectrum

The spectrogram of an FM signal shows how the spectrum varies with time. Note
how it is asymmetric.

This is the spectrum of an AM signal modulated with the same information as
above. But it has a symmetric spectrum.



Why FM and not PM?

implementation reasons,

18 easier to generate than analog

, and FM pr0V1des better performance in

common environments. However,

g PM has been (and continues to be)
for a few, isolated systems.

o' Broadcast analog television
chrominance (color)

¢ spacecraft communications
* AM stereo



N

Random process



~ SAMPLE SPACE AND—
PROBABILITY

« Random experiment: its outcome, for some
reason, cannot be predicted with certainty.
— Examples: throwing a die, flipping a coin and drawing a
card from a deck.

« Sample space: the set of all possible outcomes,
denoted by S. Outcomes are denoted by E’s and
eachEliesinS, e, E € S.

« A sample space can be discrete or continuous.

« Events are subsets of the sample space for which
measures of their occurrences, called probabillities,
can be defined or determined.



~THREE AXIOMS OF -—
PROBABILITY

« For a discrete sample space S, define a probability
measure P on as a set function that assigns
nonnegative values to all events, denoted by E, In
such that the following conditions are satisfied

« AXom1l:0<P(E)s1forallE €S
« Axiom 2: P(S) = 1 (when an experimentis
conducted there has to be an outcome).

« Axiom 3: For mutually exclusive events E1, E2,
E3,...we have

P (U2 Bi) = X241 P(E)).



PROBABILIL

= _ _ _ _ _ _ ___ _ __ __ _ __ — =
Y

 We observe or are told that event E1 has occurred but are
actually interested in event E2: Knowledge that of E1 has
occurred changes the probability of E2 occurring.

« If it was P(E2) before, it now becomes P(E2|E1), the
probability of E2 occurring given that event E1 has occurred.

« This conditional probability is given by

P(EoNFEq) . ja w
P(E3|Ey) = { pE) @ THED#D
0, otherwise
 IfP(E2|EL1) = P(E2), or P(E2 N E1) = P(E1)P(E2), then E1
and E2 are said to be statistically independent.
« Bayes'rule
— P(E2|E1) = P(E1|E2)P(E2)/P(E1)



 MATHEMATICAL MODEL FOR ™
. M;Lﬁtm A!'e;‘or representing signals

— Deterministic
— Stochastic
No uncertainty with respect to the signal

value at any time.

— Deterministic signals or waveforms are modeled by explicit
mathematical expressions, such as

X(t) = 5 cos(10*t).
— Inappropriate for real-world problems???
Some degree of uncertainty in

signal values before it actually occurs.

— For a random waveform it is not possible to write such an explicit

expression. o :
— Random waveform/ random process, may exhibit certain

regularities that can be described in terms of probabilities and
statistical averages.

— e.g. thermal noise in electronic circuits due to the random
movement of electrons



e
~——  ENERGY AND POWER SIGNALS

« The performance of a communication system depends on the
received signal energy: higher energy signals are detected more
reliably (with fewer errors) than are lower energy signals.

* An electrical signal can be represented as a voltage v(t) or a current
i(t) with instantaneous power p(t) across a resistor defined by

7
- p(t) = -

plt)y = i ()R
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ENERGY AND POWER SIGNALS

In communication systems, power is often normalized by assuming R
to be 1.

The normalization convention allows us to express the instantaneous
power as (t) 2
p(t) =x° (1)

where x(t) is either a voltage or a current signal.

The energy dissipated during the time interval (-T/2, T/2) by a real
signal with instantaneous power expressed by Equation (1.4) can then

be written as; - T2
ET = l x7(r) di
-~ — T2

The average power dissipated by the signal during the interval is:

-T2
e L

_T/



= ENERGY AND POWER SIGNALS

» We classify x(t) as an energy signal if, and only if, it has nonzero but finite
energy (0 < Ex < ) for all time, where

E,

} —

—
v =

—
—
| ' |
1 ~

L}

-

IJ

o

b

—

~

-~

—~—

- o
= ’ x*(t) dt
— o
* An energy signal has finite energy but zero average power

« Signals that are both deterministic and non-periodic are termed as Energy

Signals



= ENERGY AND POWER SIGNALS

/ ,'

/

Power is the rate at which the energy is delivered

We classify x(t) as an power signal if, and only if, it has nonzero
but finite energy (0 < P, < «o) for all time, where

BRL

. 1

P = ,r]ml T x“(t) dt
-

* A power signal has finite power but infinite energy

Signals that are random or periodic termed as Power Signals



it —
VARIABLE

* Functions whose domain is a sample space and
whose range is a some set of real numbers is

called random variables.

* Type of RV's
— Discrete
« E.g. outcomes of flipping a coin etc

— Continuous
« E.g. amplitude of a noise voltage at a particular instant of
time



=

RANDOM VARIABLES

Random Variables

All useful signals are random, i.e. the receiver
does not know a priori what wave form Is
going to be sent by the transmitter

Let a random variable X(A) represent the
functional relationship between a random
event A and a real number.

The distribution function F,(x) of the random
variable X is given by . .y - pix = x)



— RANDOM = B

VARIABLE

 Arandom variable is a mapping from the sample
space to the set of real numbers.

« We shall denote random variables by boldface, i.e.,
X, Y, etc., while individual or specific values of the
mapping X are denoted by x(w).




~ RANDOW

PROCESS

« Arandom process is a collection of time functions, or signals,
corresponding to various outcomes of a random experiment. For
each outcome, there exists a deterministic function, which is
called a sample function or a realization.

ny Random
—{Xi(tr) }:1 1 variables

Real number

}Sample functions
or realizations

Xn(t) (deterministic
2 function)

ty. time (t)
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PROCESS

« A mapping from a sample space to a set of time functions.




RAN DOM PROCESS CONTD

Ensemble: The set of possible time functions that
one sees.

« Denote this set by x(t), where the time functions
x1(t, wl), x2(t, w2), x3(t, w3), . . . are specific
members of the ensemble.

« At any time instant, t = tk, we have random variable
X(tk).

« At any two time instants, say t1 and t2, we have
two different random variables x(t1) and x(t2).

* Any relationship b/w any two random variables is
called Joint PDF



~ CLASSIFICATION OF-RANDOM

PROCESSES

« Based on whether its statistics change with time:
the process is non-stationary or stationary.

 Different levels of stationary:

— Strictly stationary: the joint pdf of any order is
Independent of a shift in time.

— Nth-order stationary: the joint pdf does not depend on
the time shift, but depends on time spacing



 PROBABILITY DENSITY

FUNCTION

* The pdfis defined as the derivative of the cdf:
fx(x) = d/dx Fx(x)
|t follows that:
Plzy <x< 28) = P(x< 1) —P(x< zi)

.

= Fx(xg) — F (1) = / . fel)dz.

T

* Note that, for all i, one has pi =2 0 and ) pi = 1.



" GAUSSIAN (OR NORMAL) RANDOM
VARIABLE (PROCESS)

e A continuous random variable whose pdf is:

3 1 Tr — 2
Jx(z) = /—(\XP{—( ) /)1) }

V2mo? 204

U and 2 are parameters. Usually denoted as
N(IJ! 0'2) .

* Most important and frequently encountered random

variable in communications.

£,(x) E.(%)
1
V2no? f e




CENTRALLIMIT=

THEOREM

« CLT provides justification for using Gaussian
Process as a model based if

— The random variables are statistically independent

— The random variables have probability with same mean
and variance



e A A

ciT

« The central limit theorem states that
— “The probability distribution of Vn approaches a
normalized Gaussian Distribution N(O, 1) in the limit as
the number of random variables approach infinity”
« Attimes when N is finite it may provide a poor
approximation of for the actual probability
distribution



AUTOCORRELATIO "

Autocorrelation of Energy Signals

 Correlation is a matching process; autocorrelation refers to the
matching of a signal with a delayed version of itself

«  The autocorrelation function of a real-valued energy signal x(t) is
defined as:

R(7)= x(tx(t +7)dt for—% <7< &%

i

«  The autocorrelation function Ry(t) provides a measure of how closely
the sighal matches a copy of itself as the copy is shifted t units in time.

*  Ry(1) is not a function of time; it is only a function of the time difference t
between the waveform and its shifted copy.

21



MU I VOUCUININLLM IV

PF—N
Ry(7)= R,(-7)
R.(7)<R.(0) forall 7
Ry(7) < ()

R(0)= | x4t)dr

Y X

« symmetrical in T about

Z€elo

e maximum value occurs at

the origin

 autocorrelation and ESD

form a Fourier transform
pair, as designated by the
double-headed arrows

« value at the origin is equal

to the energy of the signal

22
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AUTOCORRRUigroNetst enHepgtion Of rasakvelusid pawer
signal x(t) is defined as:

R
R(7) = ;I-“.]l 7 ] Mt +r)dt for-% <q< %
/-1

 When the power signal x(t) is periodic with period Ty, the
autocorrelation function can be expressed as:

- Ty
Rit) == I x(f)x(t + 1) d for —% <7<
=Tyl

23



AUTOCORRELATION:OF POWER
= SIGNALS

The autocorrelation function of a real-valued periodic signal
has properties similar to those of an energy signal:

R,(7)= R (=)
Rit)<R(0) forallt
R(7) & Gy f) :

ROV==1 ¥hd -
({0) T _“T() t

)

symmetrical in T about
Zero

maximum value occurs at
the origin

autocorrelation and PSD
form a Fourier transform
pair, as designated by the
double-headed arrows

value at the origin is equal
to the average power of
the signal

24



Random binary

X0 saquence

Xt -ty

Tz
X Xt — oy st

< g
Rxtmi=Jlm py 0

Tl

= 1- — foriti<T
XIiT) =
0 fort =T
! ab 32
Gx‘f>=7'l":,’;.ﬂ]
/ ’

Low bit rate

-o'b s ;
T mx fdc value)
(a)
4=y 4 "
— T p—
(b}
TW=<T
7/ m}(dc powear)
.- il .. '
il Z
=]
(c
Ryity
Rx10) = total avarage power
Ryt
1 T
-T 0n T
(d)
Gxif

I-Gx(fl df = total avarage powear

Figure 1.6 Autocorrslation and power spectral density.



Xits Random binary

sequence

Xit —-Ty)

WE L7 1. 7
Rxim=lim j‘_m XiOHXif —tide 0

_i=
Ryt ={ T
o
Gyifi=T [?%7

for 1 <7
forrti =T

High bit rate

0 i z
—t] T et —I
1 : :
] n
+1
0 o = F 2

Ryt
T
-T T
(i)
Gyt
= B o 1
T T

0
Figure 1.6 continued



- SPECTRAL DENSITY

« The spectral density of a signal characterizes the
distribution of the signal’s energy or power, in the
frequency domain

* This concept is particularly important when considering
filtering iIn communication systems while evaluating the
signal and noise at the filter output.

 The energy spectral density (ESD) or the power spectral
density (PSD) is used in the evaluation.

 Need to determine how the average power or energy of
the process is distributed in frequency.
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e

DENSITY

« Taking the Fourier transform

process does not work

Time—-domain ensemble

of the random

Frequency—domain ensemble

X (L)) X, (fo,)|
.l T
op UMl ‘l ' L( .{\ Jﬂ MW""JU"{‘.(I“,)"MH\J'IL |
o) AN 0
0 ‘ 7 1 |
MMWWMNM J
A (o)

-
>

N"‘W l'lL\-’“sI%“-JJI‘(ﬁ 'W”Wx"w
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= ENERGY SPECTRAL DENSIT

« Energy spectral density describes the energy per unit
bandwidth measured in joules/hertz

 Represented as ¢x(t), the squared magnitude spectrum

ex(t) =[x(f)[2 = -
« According to Parseval’s Relation E“':l f(r}drzl | X(f)|* df

- ar S

. Therefore E = l Uil f) df

' — Ok

« The Energy spectral density is symmetrical in frequency about
origin and total energy of the signal x(t) can be expressed as

E -2 | W(f) df

29
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POWER SPECTRAL DENSITY

The power spectral density (PSD) function G,(f) of the periodic signal
X(t) is a real, even ad nonnegative function of frequency that gives
the distribution of the power of x(t) in the frequency domain.

PSD is represented as (Fourier Series):

x

PSD of non-periodic signals: ~ G(f) = > l¢,[*8(f — nfy)

n=—%

Whereas the average power of a periodic signal x(t) is represented

: ] ox |3
= G.(f) = lim — [ X:(f ) |°
I'—o T
] T2 *
P == ydt = Y el

30



_TIME AVERAGINGAND ——

ERGODICITY

« A process where any member of the ensemble

exhibits the same statistical behavior as that of the
whole ensemble.

« For an ergodic process: To measure various
statistical averages, it is sufficient to look at only
one realization of the process and find the
corresponding time average.

« For a process to be ergodic it must be stationary.
The converse Is not true.



‘Ergoaici e

Ly

« Arandom process is said to be ergodic if it is ergodic
In the mean and ergodic in correlation:

— Ergodic in the mean: m,= E{x(t)}=(t) )
o _ «~time average ppesator:
— Ergodic in the correlation: (g(t))=lim = [ g(t)d

g0 ElEGa G
* In order for a random process to be ergodic, it must
first be Wide Sense Stationary.

* If a R.P. Is ergodic, then we can compute power three
different ways: -

: 1

— From any sample function: P = lim - = j| x(t) [? dt = <I x(t) |2>

- i =T:42
From the autocorrelation: P =¢(0)

o0

— From the Power Spectral Density: p :j @, (f)df

/

—0o0



Stationar —

Ity

A process is strict-sense stationary (SSS) if all its
joint densities are invariant to a time shift:

p, (X(®)= p, (x(t+t,))
P (X(t), X(t2))= Py (X(t +1), X(t +16))
0, (X(6), X(L,),.. X (ty )= P (Xt +1,), X (L, +15),.. X(ty +15))

—in general, it is difficult to prove that a random process is strict sense stationary.

A process is wide-sense stationary (WSS) if:

- The mean Is a constant:

m, (t PQ IM:X A, t;) =49
. The autocorrelation is a fluReifordf tifne difference

« If a process is strict-sense stationary, then itis
also wide-sense stationary.



Transmissiomover LTI =
"~ Systems=

* Linear Time-Invariant (LTI) Systems

X (t) LTI System y (’[

h (1)

y(®) =] x@h (t-7)=x@)*h()
~[“hEx (t-r)=nt)*x(0)

L L R




Transmissiomnwover LT =

Systems:=

* Assumptions:

X(t) and h(t) are real-valued
and Xx(t) 1s WSS.

 The mean of the output y(t)
E{y(t)}=m, j_ih(rd) =m ,-H(0)

* The cross-correlation function

JIRYX(Z): E {Y(t)X (t +@}: h (=) * Ry (9

Ry @Q=EXQ)Y (t+9f=h(>*R (9




Transmissiomover LTI =
"~ Systems»

* The A.F. of the output
R (9=E (Y)Y (t+9}
=R (9*h (9
=Ry (9* h(=9)
=h(=9*Rx (9*h (9
=R (@*h(9*h (-9

 The PSD of the output
SYY (f): SXX (f)‘H (f )1



NOISE
CHARACTERIZATION

UNIT IV




e Consider a narrowband noise n(t) of bandwidth 2B centered on frequency f,
,as illustrated in Figure 1.18.

e \We may represent n(t) in the canonical (standard) form:
n(t) = n, (t) cos(274.t) — ny (t) sin(27t)

where, N, (t)is in-phase component of N(t) and ng, (t)is quadrature
component of N(t).

Low-pass
)9% filt[()ar — 12/(1) ny(1)

1n(t) —p 2 cos (27f.1)

Low-pass
C :’ filter > np(1) no(1)

-2 sin (27f.1) sin (27f,.1)

cos (2mf,.1)

n(t)

(a) (b)



oN (1) and No(t) have important properties:
— ni(t)and ng(t) have zero mean.
— Nn(Y) is Gaussian, then n, () and No(t) are jointly Gaussian.
—n(Y) s stationary, then n, (t) and ny(t) are jointly stationary.
— Bothn,(t) and no(t) have the same power spectral density.

Sy(f—f)+Sy(f+f, ), -B<f<B
0, otherwise

SN,<f>=SNQ(f)={

— (1) and No(®) have the same varianceas "



= The cross-spectral density of the n,(f)and () is purely
imaginary:

Sww, () =Sy, (f)
:{J[SN(erfl)—SN(f—ﬁ)]» ~-B<f<B

0, otherwise

« If n() js Gaussian and its power spectral density s,,(¢) is
symmetric about the mid-band frequency £ ,

then »,(f) and #g(t) are statistically independent.



= Here we represent n(?) in terms of envelope and phase
components:

n(t) =r(t)cos[27f 1+ y(t)]

Wherel ]‘(t) s ["12 (t)+ "92 (t)]l.f2 and (/j(t) = tall_l |::QE§))i|
I

= 7(t) iscalled the envelope of n@) , and the w(1)is called the
phase of n(1).



The probability distributions of 7(¢) and w(¢) may be obtained
from those of »,(?) and »,(¢) as follows.

Let », and N, denote the random variables obtained by the
sample functlons n, (1) and n, @), respectively.

Then, ¥ and N, are independent Gaussian random
variables of zero mean and variance ;2

So, we may express their joint probability density function by

2 2
1 n, + 1,

20



e Figure L [llustrating the coordinate system for representation
of narro®vband noise: (a) in terms of in-phase and quadrature
components, and (b) in terms of envelope and phase.

—= dny f=— \g
31/ dr
dn /7\ .

”Q ________ + ”Q _______

n,=r cosy

o =il dn,dn, = rdrdy
-



= Now, let R and ‘¥ denote the random variables obtained by
the sample functions »(¢) and w(z) , respectively.

= Then we find the joint probability density function of g and
is ¥

V I"2
roy) = exp| —
Tre () 2710 p( 20 (1.113)

At

= From (1.113), the random variables R and ¥ are
statistically independent.

= Therefore,

1
folp) = {zz

O=w=2x@

elsewhere
0,

350 N

2
2 5
exp| — -
filt)=+0" p[ 20° J, r=0

elsewhere



s Rauyleigh distribution (Figure 1.22) : A random variable having
the probability density function of Equation (1.115).

= Let, v=r/c then the normalized form is

v2
"’ exp - |s
Sr(v)= 2 v=0
0, elsewhere
0.8 —
0.6
2 04}
0.2




= Add the sinusoidal wave Acos(27f.f) to the narrowband nois:
n(t) .
x(t) = Acos(27f 1)+ n(t)
= Use in-phase and quadrature components for ()

x(1) = n;' (1) cos(27f,1) — ny (1)sin(27,1)

where, n,'(t)=A+n,(1)

= We assume that 7(?) is Gaussian with zero mean and variance
o, then we find that:



= Joint probability density function of #," and N,

| 1 (n,'-4)* +n,°
fN!.,NQ (n,',ny)= ~— exp[— . <

270 20°°
= Joint probability density function of R and ¥

2 2
r re+A°—2Arcosy
fR,‘-P (I"_, W) — 7 CXPp — 3
2O 20




Now we are interested in the probability density function of R
27
Fx)= [ frwlrp)dy

o ri+ A\ Ar J
= expl — 5 jﬂex — COSy ey (1.126)

2702 o

modified Bessel function of the
first kind of zero order

1 27
Io(x):—; ] exp(xcosy)dy ,x=Ar/c’



~>0 0O

fule)

= Rewrite (1.126)

2 2
I3 re+4 Ar
fﬂ"‘):?e)‘”{‘ T ]10(02)

= This is called the Rician distribution. (Figure 1.23)
s Let yv=r/0. a=A/c, then the normalized form is

£,(v) = vexpf ¥ J;“z )ln(av)

Rician distribution reduced to the Rayleigh
distribution

The envelope distribution is approximately
Gaussian when a is large




+ Noise can broadly be defined as any unknown signal that
affects the recovery of the desired signal.

« The received signal is modeled as

r(t) = s+ w) (1)

% s(t) is the transmitted signal

%+ W(t) is the additive noise



» The mean of the random process
> Both noise and signal are generally assumed to have zero mean.

= The autocorrelation of the random process.

» With white noise, samples at one instant in time are uncorrelated

with those at another instant in time regardless of the separation.
The autocorrelation of white noise is described by

RO= 2d) (2)

- The spectrum of the random process. For additive white
Gaussian noise the spectrum is flat and defined as

S,(N="2 (3)

N=N,B, (4)

+ T0 compute noise power, we must measure the noise over a
specified bandwidth.



Fig

M

x(t)

w(t)

fe
r(t '.... 'b..,.,,.,.,
S(t) —Hl‘ D ', U=pass 'ﬂ"

FIGURE Block diagram of signal plus noise before and after filtering,
showing spectra at each point.




» The desired signal,s(t), a narrowband noise signal, n(t)

x(t) =s(t) +n(t) (5)

+ For zero-mean processes, a simple measure of the signal

quality is the ratio of the variances of the desired and
undesired signals.

<+ Signal-to-noise ratio is defined by

sNR = E[s (V)]
E[n*(t)] ()

<+ The signal-to-noise ratio is often considered to be a ratio of

the average signal power to the average noise power.



If the signal-to-noise ratio is measured at the front-end of the
receiver, then it Is usually a measure of the quality of the
transmission link and the receiver front-end.

If the signal-to-noise ratio Is measured at the output of the
recelver, It is a measure of the quality of the recovered
Intormation-bearing signal whether it be audio, video, or
otherwise.

Reference transmission model

= This reference model is equivalent to transmitting the
___message at baseband.



Modulated
signal
s(1)

Noise
w(t)

High-level block diagram of a communications receiver.




1. The message power is the same as the modulated signal power
of the modulation scheme under study.

2. The baseband low-pass filter passes the message signal and
rejects out-of-band noise. Accordingly, we may define the
reference signal-to-noise ratio,SNRas

average power of the modulated message signal (11)

SNR . =
' average power of noise mesured in the message bandwidth

« A Figure of merit

Figure of merit = post — detectionSNR
- 1 reference SNR




Message signal o
with the same power ——— ¥
as the modulated wave

noise

FIGURE Reference transmission model for analog communications.




« The higher the value that the figure of merit gas, the better the
noise performance of the receiver will be.

<« To summarize our consideration of signal-to-noise ratios:

» The pre-detection SNR is measured before the signal is
demodulated.

» The post-detection SNR is measured after the signal is
demodulated.

» The reference SNR is defined on the basis of a baseband
transmission model.

» The figure of merit is a dimensionless metric for comparing
sifferent analog modulation-demodulation schemes and Is
~ _ defined as the ratio of the post-detection and reference SNRs.



Fig. shows an example of a superheterodyne receiver

AM radio transmissions

» Common examples are AM radio transmissions, where the RF channels’
frequencies lie in the range between 510 and 1600 kHz, and a common IF is
455 kHz

FM radio

» Another example is FM radio, where the RF channels are in the range from 88
to 108 MHz and the IF is typically 10.7 MHz.

s(t) =, (t)cos(24 t) — s, (t)sin(2A4 1) (12)

The filter preceding the local oscillator is centered at a higher RF
frequency and is usually much wider, wide enough to encompass all RF
channels that the receiver is intended to handle.

With the same FM receiver, the band-pass filter after the local oscillator
would be approximately 200kHz wide; it is the effects of this narrower
filter that are of most interest to us.



Recovered
message
signal

Channel Receiver

Block diagram of band-pass transmission showing a superheterodyne receiver.




<+ Double-sideband suppressed-carrier (DSB-SC) modulation,
the modulated signal is represented as

s(t) = Am(t)cos(24 t+ 0) (13)
« f. is the carrier frequency
<*m(t) is the message signal
« The carrier phase w(t)

+ In Fig. , the received RF signal is the sum of the modulated
signal and white Gaussian noise

« After band-pass filtering, the resulting signal is
x(t) =s(t) +n(t) ((14)



Recovere
message
signal

oscillator Synchronized
oscillator

FIGURE A linear DSB-SC receiver using coherent demodulation.




+ In Fig.
» The assumed power spectral density of the band-pass noise Is
Illustrated

L)

For the signal s(t)), the average power of the signal component is given by
expected value of the squared magnitude.

= The carrier and modulating signal are independent
E[s*(t)] = E[(Acos2A+0 )IEM{p]  (19)
P=E[m*(t)] (16)

e 01=27  (17)

Pre-detection signal-to-noise ratio of the DSB-SC system

- Anoise bandwidth Br AZP
~ . Thesignal-to-noise ratio of the signal is SNR ,.° = ON (18)

0—T



Sn(f)

—| Brj«— Ny2

_fc fc

Power spectral density of band-pass noise.




« The signal at the input to the coherent detector of Fig.

X(t) = s(®) +n, () cos(2) —ne (sin(kt) (19

v(t) = x(t) cos(2fzt)
=, (Am() +n,(1))
- ;( AE m(t) + n (1) cos(47zf3) — 12n (gt) sin(4;zft)c (20)

1+ cos2A sin2A

COSACOS A= > and sSIinAcCosA=

YO =, (Am®+n(1)) (1)

+ These high-frequency components are removed with a low-

pass filter



= The message signal m(t) and the in-phase component of the filtered

noise n, (t) appear additively in the output.

- The quadrature component of the noise is completely rejected by

the demodulator. Post-detection signal to noise ratio

= The message component is am@) | so analogous to the

computation of }he predetection signal power, the post-detection
signal power is 7 AP where P Is the average message power as

defined in Eq. (9.16).
1
-Nn

» The noise componentis " after low-pass filtering. As

described in Section 8.11, the in-phase component has a noise
spectral density of No over the bandwidth from — B, /2to B, /2 .If
the low-pass filter has a noise bandwidth W, corresponding to the
message bandwidth, which is less than or equal to B:/2 | then the

output noise power is  Efni(t)]= | N df
2 e = —W

2N, W (22)



» Post-detection SNR of

1 2
DSB __ Z(AC)P
SR = 1an W)
__AP
“onw (23)

+ Post-detection SNR Is twice pre-detection SNR.

» Figure of merit for this receiver Is

DSB
post

Figure of merit = =1
SNR

ref

« \We lose nothing in performance by using a band-pass modulation
scheme compared to the baseband modulation scheme, even though
the bandwidth of the former is twice as
‘wide.



+ The envelope-modulated signal

s(t) = A (1+ k m(t))cos2A t) (24)

« The power in the modulated part of the signal is

E[(1+ k,m(t))] = E[1+ 2k m(t) + kin {t)]
= 1+ 2k E[m(t)] + K E[n' ()]
=1+ KP (25)

<+ The pre-detection signal-to-noise ratio is given by

A2 (1+k2P)
SNRAM = S5 =T s
" 2N,B, (26)



Fig.

Scaled version

P Band-pass x(%) Envelope Y of the message
RF signal se——pm > m— S e _”'_‘> signal m(?)

IRE ¢ de plus noise
blocking
o capacitor
Local
oscillator

FIGURE Model of AM receiver using envelope detection.




» Model the input to the envelope detector as

X(t) = s(t)+ n(t)
=[A +Ak,m()+n, ()]cos(2kt) — g (Dsin(2k1)  (27)

+ The output ofheenvelope detector is the amplitude of the
phasor representing and it is given by

y(t) = envelope of x(t)
={[A(@+km®) +n,OF + O (2g)

JA*+B?~A when A>>B,

<« Using the approximation
LONT y(t) = A+ Akm(t)+n, (t)  (29)



» The post-detection SNR for the envelope detection of AM,

SNR”M = @czkjp

v (30

<« This evaluation of the output SNR is only valid under two

conditions:
» The SNR is high.

~ Is adjusted for 100% modulation or less, so there is no
distortion of the signal envelope.

= The figure of merit for this AM modulation-demodulation

scheme iIs

Figure of merit _SNR™  KZP
SNR,, 1+kP (31)




Fig.

Resultant
no(?)

A+ A, kym(t) 1,(2)

Phasor diagram for AM wave plus narrowband noise.




In the experiment, the message is a sinusoidal wave m(t) = Asin(274 t),

We compute the pre-detection and post-detection SNRs for samples of its
signal. These two measures are plotted against one another in Fig. for
k,=0.3

The post-detection SNR is computed as follows:

» The output signal power is determined by passing a noiseless signal through the
envelope detector and measuring the output power.

» The output noise is computed by passing plus noise through the envelope
detector and subtracting the output obtained form the clean signal only. With
this approach, any distortion due to the product of noise and signal components
Is included as noise contribution.

From Fig, there is close agreement between theory and experiment at high
SNR values, which is to be expected. There are some minor discrepancies,
but these can be attributed to the limitations of the discrete time simulation.
At lower SNR there is some variation from theory as might also be
expected.

—



Post-detection SNR (dB)

‘Theoretical
SNR

I I | I
14 16 18 20 22 24 26
Pre-detection SNR (dB)

I I
10 12

FIGURE Comparison of pre-detection and post-detection
SNRs with simulated envelope detection of AM.




The modulated wave as

s(t) = % m(t) cos(24t) + '62\0 n{(t) sin(27ft) (32)

We may make the following observations concerning the in-
phase and quadrature components of s(t) in Eqg. (32) :

1. The two components m(t) and M) are uncorrelated with each
other. Therefore, their power spectral densities are additive.

2. The Hilbert transform t) is obtained by passing M(t) through a
linear filter with transfer function — j sgn(f) . The squared f
magnitude of this transfer function is equal to one for all p .
Accordingly, M(t) and™ (t) have the same average power



= The pre-detection signal-to-noise ratio of a coherent receiver with SSB

modulation is ,

sse _ AP
>R “anw (33)

= The band-pass signal after multiplication with the synchronous oscillator
output COS(2ft) is

v(t) = x(t) cos(2fzt)
= i(%m(t) + n(t)j

+;(% m(t) +n, (t))cos(4it)c— ;@Cm(m nQ(t)jsin(Mt)c (34)

After low-pass filtering the V(t), we are leftwith

Contan-5n0 o) @)



+ The spectrum of the in-phase component of the noise n, (t) IS
given by
oy [Su(f=T)+8,(f+f) -B<f<B
S ( )_{O, otherwise (36)
INe  _w<f<w
s(f) =1 |2’ B (37)

lo, otherwise

<+ The post-detection signal-to-noise ratio

AZP
SNR 5% = INW (38)

post

0

<« The figure of merit for the SSB system

SNRSSB
Figure of merit = ot —1 (39)
SNR

ref

— P




« Comparing the results for the different amplitude modulation

schemes
» There are a number of design tradeoffs.

<+ Single-sideband modulation achieves the same SNR

performance as the baseband reference model but only
requires half the transmission bandwidth of the DSC-SC
system.

« SSB requires more transmitter processing.



The frequency-modulated signal is given by

qozAw%muztfﬂmmHJ (40)

Pre-detection SNR

» The pre-detection SNR in this case is simply the carrier power Acl2 divided
by the noise passed by the bandpass filter, ; namily, NoB;

AZ
SNRAM = "%
" 2N,B

0—T

A slope network or differentiator with a purely imaginary frequency
response that varies linearly with frequency. It produces a hybrid-
modulated wave in which both amplitude and frequency vary in
accordance with the message signal.

An envelope detector that recovers the amplitude variation and reproduces
the message signal.



Model of an FM receiver.




« Post-detection SNR

» The noisy FM signal after band-pass filtering may be represented
as

X(t) =s(t)+n(t) ( (41)
n(t) = n, (t)cos(2ft) — n, (t)sin(2ft) (42)

» We may equivalently express n(t) in terms of its envelope and
phase as

n(t) = r(t)cos[2t +#N]  (43)
r(t) = [ () +mp@®1"”  (44)
> Where the envelope is

(1) = tan 1(
> Andthephase is

Ny (t) )
n, (t)

(45)

™



/
/
/

FIGURE Amplitude response of slope network used in FM discriminator.




« \We note that the phase of s(t) Is

#)=2e [m@dr  (46)

« The noisy signal at the output of the band-pass filter may be

expressed as

x(t) = s(t)+ n(t)
= A, cos[2ft + )] + r(t)cos[2kt + 4] (47)

+ The phase &Y of the resultant is given by

L [ Or(t) sin(yt) ]
t) =At) + tan™ - 48
g tan 1A+ r(t)cos(®) (48)



Resultant

FIGURE Phasor diagram for
FM signal plus narrowband noise
assuming high carrier-to-noise ratio.

d(1) 0(t)




« Under this condition, and noting that tan—*& &incei&<1, the
expression for the phase simplifies to

a) =g + Aim[l//(t)] (49)

<+ Then noting that the quadrature component of the noise Is
N (t) = r()sin[t)], we may simplify Eq.(49) to
Ny (t)
) =g(t) + ©
&Y =4(t) + n  (50)
Ny (t)

<2k, [m(a 51
@) [m(@dz 2 (D)
The ideal discriminator output v(t) = ;%t—)

LONT —k,m@t)+n, ) (52)



» The noise term Nq(t) is defined by

w0 6

c

» The additive noise at the discriminator output is determined essentially by

the quadrature component Ny (t) of the marrowband noise N(t) .

o=z “A (54

- The power spectral density SNQ( ) of the quadrature noise component

No(t) as follows:
Sy (£)=[G(f)|,S (f)

No

_fs (f)
w5 (59



» Power spectral density of the noise n,(t) is shown in Fig.16
[ N, f?
Sy (f)=1 A?
LO, otherwise

BT
TS5 (56)

» Therefore, the power spectral density S~ (T)of the noise n,(t)
appearing at the receiver output is defined by
N, f?
o |k W
s, (=1 Az " W gy

0, otherwise

W
Averagepost - detection noise power = Nozj f2df
A S-w

_2NW
AR 3pz  (58)




FIGURE Noise analysis of FM
receiver. (a) Power spectral density of
quadrature component r5(t) of
narrowband noise #(#). (b) Power
spectral density 74(t) at discriminator
output. (¢) Power spectral density of
noise r1,(t) at receiver output.




sNR™ — KD
T oNwe (99)

<« Figure of merit
3A%k2P
SNR™, 2N W

Figure of merit = POt —
J SNR A’

ref . c

2N, W
(kfpj
:3
W?

= 3D (60)
« The figure of merit for an FM system Is approximately given

by

. . 3(B.Y
— F f ~ —| 61
Cont igure of merit 4(WJ ((61)




« Thus, when the carrier to noise level is high, unlike an

amplitude modulation system an FM system allows us to trade
bandwidth for improved performance in accordance with
square law.



Cont...

» Threshold effect

» At first, individual clicks are heard in the receiver output, and as
the pre-detection SNR decreases further, the clicks merge to a
crackling or sputtering sound. At and below this breakdown
point, Eq.(59) fails to accurately predict the post-detection SNR.

«» Computer experiment : Threshold effect with FM

» Complex phasor of the FM signal is given by

S(t) = A exp { j27zkfj:m(z)dr

<« Similar to the AM computer experiment, we measure the pre-

detection and post-detection SNRs of the signal and compare
the results to the theory developed in this section.



<+ To compensate this distortion, we appropriately pre-distort or
pre-emphasize the baseband signal at the transmitter, prior to
FM modulation, using a filter with the frequency response

Hpre(f>=%(f)|f|< W (62)

= The de-emphasis filter is often a simple resistance-capacitance
(RC) circuit with

H, (f)= 1f (63)
1+ ]

Fae

« At the transmitting end, the pre-emphasis filter is

H, (=145 (64)

3dB



» The modulated signal is approximately

et

J0

(m(s) +a

s(t) = A cos(Zf;t + 2K, dﬂ@)ds)

ds

. Accos(z g2k, [m(s)ds + 2kgm() | )

+ Pre-emphasis can be used to advantage whenever portions of

the message band are degraded relative to others.



Thermal Noise (Johnson Noise)
L —————————SS
This type of noise iIs generated by all resistances (e.g. a resistor,
semiconductor, the resistance of a resonant circuit, i.e. the real part of the
Impedance, cable etc).

RZ‘\{? v
; g == <—1\7&‘\"
>/ /a1
\
: (Vi
Y i

Experimental results (by Johnson) and theoretical studies (by Nyquist) give

the mean square noise voltage as
2
V =4KkTBR (volt?)
Where k = Boltzmann’s constant = 1.38 x 10-23 Joules per K
T = absolute temperature
B = bandwidth noise measured in (Hz)
R = resistance (ohms)



Thermal Noise (Johnson Noise) (Cont’d)

The law relating noise power, N, to the temperature and bandwidth is

N = k TB watts

Thermal noise Is often referred to as ‘white noise’ because It has a
uniform ‘spectral density’.

N

P,
Noise Power
Spectral
Density

frequency

=

Uniform Noise Power Spectral Density




SNOTt NOISE

e ————————————SSSSS |
«Shot noise was originally used to describe noise due to random
fluctuations in electron emission from cathodes In vacuum tubes
(called shot noise by analogy with lead shot).
*Shot noise also occurs in semiconductors due to the liberation of
charge carriers.
* For pn junctions the mean square shot noise current is

Ir? :2(| pc +2 Io)qe B (ampy®

Where
IS the direct current as the pn junction (amps)

IS the reverse saturation current (amps)
IS the electron charge = 1.6 x 10-19 coulombs
B is the effective noise bandwidth (Hz)



Signal to Noise
-,
The signal to noise ratio is given by
S _ SignalPower

N  Noise Power
The signal to noise in dB is expressed by

(%j & =10log,, (%}

S
(N—\b @ =San ~ N for Sand N measured in mW.

Noise Factor- Noise Figure
Consider the network shown below,

0 £)
(S/N)in NETWORK (S/N)out
' £




‘\\ \. L I.JI LY L 1 * \ \ \ ‘
VIOV 1 Q\ - ~ S ¢ |

y | ”e amounf Ol NOISE aﬂﬂeﬂ By EHe I’IEEWOI’% IS emBoﬂlea In E”e

Noise Factor F, which is defined by

(%

Noise factor F= - IN

S )
N ouT

* F equals to 1 for noiseless network and in general F > 1. The
noise figure in the noise factor quoted in dB
I.e. Noise Figure FdB =101logl0F F>0dB

 The noise figure / factor is the measure of how much a network
degrades the (S/N)IN, the lower the value of F, the better the

network.



Noise Temperature

N, 15 the ‘external’ notse from the source1e. Ny, =kT, B,

T 18 the equivalent notse temperature of the source (usually 290K),

Wemayalsownte N =kT B , where I 15 the equivalent notse temperature of
the element 1.e. with nouse factor F and with source temperatureT .
1e.kT B =(F-1)kT, B

or T =(F-1)T,



UNIT -V

INFORMATION THEO




FUNDAMENTAL LIMITS ON PERFORMANCE

= Given an information source, and a noisy
channel

1)Limit on the minimum number of bits
per symbol

2)Limit on the maximum rate for reliable
communication

= Shannon’s 3 theorems




UNCERTAINTY, INFORMATION
AND ENTROPY

e Let the source alphabet,
S={S,Ss, - » Skt

with the prob. of occurrence

P(s=s,) = p,, k=01, ..,K-1 and Zpk

e Assume the discrete memoryless source (D

What Is the measure of information?




UNCERTAINTY, INFORMATION, AND
ENTROPY (CONT’)

=) Interrelations between info., uncertainty or surprise
No surprise—» no information

1
~ Info. —
( . Prob. )

=2 The amount of info may be related to the inverse of
the prob. of occurrence.

L 1S,) = Iog(é%




1

=~ W DN

PROPERTY OF
INFORMATION

I(s,) = 0forp, =1

<1

Is,) >1(s) for p <p

)
) Is,) >0 for 0<p
)
)

1(ss;) = 1(s) +1(s;),

* Custom is to use logarithm of base 2

If s.and s, statist.




ENTROPY

= Def. : measure of average information
contents per source symbol

= | he mean value of I(s) over S,
H(S) = E[I(s)] = > pul(se) = KZ'lpklogz(pl

= The property of H
0 < H(S) < log, K, where K Is radix (= # of symbol
1) H(S)=0,iff p, =1 for some k, and all other p;'s=

— No Uncertainty 4
2) H(S): log, K, iff p, = K for all k

—— Maximum Uncertainty




Channel Capacity

= transmission data rate of a channel (bps)

= Bandwidth
= bandwidth of the transmitted signal (Hz)

= Noise

= average noise over the channel

= Error rate

= symbol alteration rate. i.e. 1-> 0




C

= if channel

then maxi
2W

m Thisis du




Shannon's Channel Capacity Theorem
FOR BANDLIMITED, POWER LIMITED

GAUSSIAN CHANNELS
_ P
C= Blogz(1+ N) (bits/s)

The capacity of a channel of bandwidth B, perturbed by
additive white gaussian noise of psd N /2, and limited in bandwidth to B,
P s the average transmitted power, and N is the noise (N,B)

- It is not possible to transmit at rate higher than C reliability by any means.
- It does not say how to find coding and modulation to achieve maximum capaci
but it indicates that approaching this limit, the transmitted signal should have s

property approximately to Gaussian noise.




Channel Capacity

m For adms with input X, output Y, &P (Y« | X ),

(. | %)
1(X:Y) = ., ¥i)log, j
(X3Y) JZ:OEk::O P(X;, Vi) log,| oY) ]

where p(X, Ye) = P(Yi [ X)) p(X) p(Yk):Z Py« | X;)P(X;)
= I(X;Y) just depends upon{p(x;),j=0.1.2,..,J3-1} , & channel
Since{p(x;)} isindep. of the channel, itis possibleto
maximize I(X;Y) w.r.t. {p(X; )} .

m Def. of Channel Capacity.

C = max |(X;Y) (bits per channel use)
{p(x;j)}




C=max I(X;Y)=1(X;Y) |p(x8=0.5

+.C =1+ plog, p+(1-p)log,(1- p) =1-H(p)

0.5




@ For reliable communication , needs channel encoding & decodi
“any coding scheme which gives the error as small as possible,
which is efficient enough that code rate is not too small?”

=> Shannon’s second theorem (noisy coding theorem)

Let dms with alphabet X have entropy H(X) and produce symbol
once every Ts, and dmc have capacity C and be used once eve
Tc. Then,

) fH (x)_ c ,thereexistsacoding scheme.
T. T

i) if H(X) C , It is not possible to transmit with arbitrary
TS T, small error.




P,=0.5
The condition for reliable comm.

1 _ C
L T,
Let $ ber,then r<cC

S

.. forr<c , there exists a code (with code rate less
than or equal to C) capable of achieving an arbitr
low probability of error.

“The code rate - X where k is k-bit input, and n |
n-bit coded bits,.™




Channel Capacity

= doubling bandwidth doubles the data rate

= doubling the number of bits per symbol also
doubles the data rate (assuming an error free
channel)

(S/N):-signal to noise ratio

(S IN),5 = 10l0g w
NOISE POWEN
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!

Source Coding Theorem

Efficient representation of data—s compaction
Be uniquely decodable

Need of statistics of the source
(There is an algorithm called “Lempel-Ziv” for

unknown statistics of the source)
( Another frequent method is Run-Length code)




Source Coding Theorem (cont’)
Variable length code <= Eixed length code
S, b with lengt h |, (bits)
- — — binary sequence
=> The average code-Length,L ,is

K41
L= Zpklk
<=0 I—min

= The coding efficiency, 7/ a
wherel, is the minimum possible value of




Shannon’s first theorem :
Source-coding theorem

= Given a dms of entropy H(S), the average code-
length L for any source coding is

L> H(S)

Ge)lmn = H(S) & np="7

L




Discrete Memoryless Channel

Xo Yo
X Y1

X! X SPylx)oY by

X1 Y1 1)
= Definition of DMC

= Channel with input X & output Y which s

noisy version of X.
== Discrete when both of alphabets X & Y finite sizes
= Memoryless when no dependency between

Input symbols.




DISCRETE MEMORYLESS
CHANNEL (CONT’)

= Channel Matrix (Transition Probability Matrix)

D(YolXo) P2l Xo) - P(Yic 2] Xo)

P(Yo %) ... P(Yk_1 | %)
P=

Yo |%50) e o POV X))

— TKhle size is J by K
> p(yclx)=1 forall]
= dpriori prob. is:
P, = p(x;),1=0,1,..,3 -1




Discrete Memoryless Channel (cont’)

= Given a priori probP.y) , and the channel matrix, P
then we can find the prob. of the various output
symbols,p(y,) as

=> the joint prob. distnof Xand Y
p(xj ’ Yk) :p(X =X; Y ZYk) :p(YZYk/ X:Xj) p(X :Xj)

=p(Yi/ X;) P(X;)
= the marginal prob. dist'n of the output,

DY) =PY =)= LY =i X=,) p(X=X,)

J-1




Discrete Memoryless Channel(cont’)

BSC (BINARY
SYMMETRIC CHANNEL)

@ y,=0

@ Yi=1




Redundancy vs. Efficiency

= 100% efficiency of encoding means that the
average word length must be equal to the entro
of the original message ensemble:

) 1009 = A
IOgD forD=2 L

if D=2 then log D=1
= If the entropy of the original message ensemble i
less than the length of the word over the origina
alphabet, this means that the original encoding i
redundant and that the original information ma
be compressed by the efficient encoding.

Efficiency = —
y =




Redundancy vs. Efficiency

= On the other hand, as we have seen, to be ab

to detect and to correct the errors, a code mu
be redundant, that is its efficiency must be
lower that 100%: the average word lengthm
be larger than the entropy of the original
message ensemble:

A0 1000 = A

IOg D forD=2

if D=2 then log D=1

Efficiency = —
y =




Shannon-Fano Encoding

SOURCES WITHOUT MEMORY ARE SUCH SOURCES O]
INFORMATION, WHERE THE PROBABILITY OF THE
NEXT TRANSMITTED SYMBOL (MESSAGE) DOES NOJ
DEPEND ON THE PROBABILITY OF THE PREVIOUS
TRANSMITTED SYMBOL (MESSAGE).

Separable codes are those codes for which the
unique decipherability holds.

Shannon-Fano encoding constructs reasonab
efficient separable binary codes for sources
without memory.



Shannon-Fano Encoding

SHANNON-FANO ENCODING 5 1HE FIRST
ESTABLISHED AND WIDELY USED ENCODING
METHOD. THIS
METHOD AND THE CORRESPONDING CODE
WERE INVENTED SIMULTANEOUSLY AND
INDEPENDENTLY OF EACH OTHER BY C.
SHANNON AND R. FANO IN 1948.



messages
correspon




Shannon-Fano Encoding

No sequences of employed binary numbers
can be obtained from each other by adding
more binary digits to the shorter sequence
(prefix property).
The transmission of the encoded message is
“reasonably” efficient, that is, 1 and 0 appear
‘ independently and with “almost” equal
probabilities. This ensures transmission of
“almost” 1 bit of information per digit of the
encoded messages.




Shannon-Fano Encoding

= Another important general consideration,
which was taken into account by C. Shanno
and R. Fano, is that (as we have already
considered) a more frequent message has to
encoded by a shorter encoding vector (word)
and a less frequent message has to be encod
by a longer encoding vector (word).




Shannon-Fano Encoding:
Algorithm

The letters (messages) of (over) the input alphabet
must be arranged in order from most probable to le
probable.

Then the initial set of messages must be divided into
two subsets whose total probabilities are as close as

possible to being equal. All symbols then have the £
digits of their codes assigned; symbols in the first se
receive "0" and symbols in the second set receive "1".

The same process is repeated on those subsets, to
determine successive digits of their codes, as long as
any sets with more than one member remain.

When a subset has been reduced to one symbol, this
means the symbol's code is complete.




Shannon-Fano Encoding: Examp

Probability 025 0.25 0.125 0.125 0.0625 0.0625 0.0625 0.0625
1, X2,K3 ,X4,X35,X6,

7,X8
o __— T 1
x1,x2 x3,x4,x5,x6,x7,x8
og/////ﬂ\\\\&01 1g//////////’\\\\\\\\* 1
x1 X2 x3,x4 x5,x6,x7

10Q/////:;7§01 110

x3 x4 x5,x6




Shannon-Fano Encoding: Examp

Probabilit 0.25 0.25 0.125 0.125 0.0625 0.0625 0.0625 0.0625

y

Encoding 00 01 100 101 1100 1101 1110 1111
vector

= Entropy
H——I(Z( |og4)+2|(§|098)+4|K16|0916)) 2.

= Average length of the encoding vector

[=YP{x!n _( ( }+2(1 )+4 (— 4)} 2

16

= The Shannon-Fano code gives 100% efficienc



Shannon-Fano Encoding: Examp

Probabilit 0.25 025 0.125 0.125 0.0625 0.0625 0.0625 0.0625

y

Encoding 00 01 100 101 1100 1101 1110 1111
vector

The Shannon-Fano code gives 10
efficiency. Since the average length of
encoding vector for this code is 2.75 bits
gives the 0.25 bits/symbol compression, w
the direct wuniform binary encoding
bits/symbol) is redundant.
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Huffman Encoding

THIS ENCODING ALGORITHM HAS BEEN PROPOSED
BY DAVID A. HUFFMAN IN 1952, AND IT IS STILL
THE MAIN LOSS-LESS COMPRESSION BASIC
ENCODING ALGORITHM.

= The Huffman encoding ensures constructing
separable codes (the unique decipherability
property holds) with minimum redundancy
for a set of discrete messages (letters), that is,
this encoding results in an optimum code.




Huffman Encoding: Backgroun

For an optimum encoding, the longer encoding
vector (word) should correspond to a message
(letter) with lower probability:

P{ }>2P{x}>.2P{x e L <L{x;<..<L{x,
For an optimum encoding it is necessary that
L(Xy_1)=L(Xy)
otherwise the average length of the encoding
vector will be unnecessarily increased.

m [tis important to mention that not more than D (D is the numbe
of letters in the encoding alphabet) encoding vectors could havg
equal length (for the binary encoding D=2)




Huffman Encoding: Backgroun

FOR AN OPTIMUM ENCODING WITH D=2 IT IS NECESSARY TN
THE LAST TWO ENCODING VECTORSARE IDENTICAL EXCEPT
FOR THE LAST DIGITS.

= For an optimum encoding it is necessary that

each sequence of length digits eithe
L(x \)—1
must be used as an encodlr{g'\' ector or must
have one of its prefixes used as an encoding

vector.



Huffman Encoding: Algorith

The letters (messages) of (over) the input alphabet
must be arranged in order from most probable to le
probable.

Two least probable messages (the last two messages
are merged into the composite message with a
probability equal to the sum of their probabilities. T
new message must be inserted into the sequence of t
original messages instead of its “parents”, according
with its probability.

The previous step must be repeated until the last
remaining two messages will compose a message,
which will be the only member of the messages
sequence.

The process may be utilized by constructing a binar
tree - the Huffman tree.




Huffman Encoding: Algorith

The Huffman tree should be constructed as follows:
1)A root of the tree is a message from the last step w
the probability 1; 2) Its children are two messages th
have composed the last message; 3) The step 2 must
repeated until all leafs of the tree will be obtained.
These leafs are the original messages.

The siblings-nodes from the same level are given th
numbers 0 (left) and 1 (right).

The encoding vector for each message is obtained b
passing a path from the root’s child to the leave
corresponding to this message and reading the
numbers of nodes (root’s child2>intermidiates—>leaf
that compose the encoding vector.




Huffman Encoding: Exampls

» @ Let us construct the Huffman code for the
following set of messages: x1, x2, x3, x4, x5
with the probabilities p(x1)=...=p(x5)=0.2

o @ 1)x1(p=0.2), x2 (p=0.2), x3 (p=0.2), x4
(p=0.2), x5 (p=0.2)

= 2) x4,x52>x45 (p=0.4)=> x45,x1,x2,x3
= 3) x2,x32>x23 (p=0.4)=>x45, x23, x1
= 4) x1,x23>x123(p=0.6)=> x123, x45
= 5) x123, 45>x12345 (p=1)




Huffman Encoding: Exampl

X12345

/\1

x123 x45

Encoding vectors: x1-2>(00); x2->(010); x3->(011); x4->(10); x5> (11

x2




Huffman Encoding: Exampls

@ EntropyH(x) =-5(0.210g0.2) = —5(%Iog a: _log %: log’5
= Average length of the encoding vector

E:&(%-z\ﬁz(%-s): 12_54

5
= The Huffman code gives (2.32/2.4)100% =97

efficiency




Huffman Coding

ALGORITHM IS SHOWN

BY AN

OTh

ER

EXAMPL

E



Huffman Coding (cont’)

m The resultis

=>Then, L=2.2
while, H(S) = 2.12193
= Huffman encoding is not unique.
1) 0 — 1 — —, trivial

1 — or 0 —




