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INTENDED OUTCOMES:        

           

UNIT- I TYPES OF ERRORS, SOLUTION OF ALGEBRAIC EQUATIONS                  

Different types of errors- Newton Raphson method, Modified Newton Raphson method, Method 

of false position. 

 

UNIT -II          SOLUTION OF ALGEBRAIC SIMULTANEOUS EQUATIONS         

Gauss - Jordan elimination, Cholesky method, Crout’s method, Gauss - Jacobi method, Gauss - 

Seidel method.  Matrix Inverse by Gauss - Jordan method.   

 

Eigenvalues and eigenvectors: Power method for finding dominant eigenvalue and inverse power 

method for finding smallest eigenvalue, Jacobi method for symmetric matrices. 

 

UNIT- III FINITE DIFFERENCES AND INTERPOLATION                                    

Finite difference operators – DE ,,,,,   - Interpolation-Newton-Gregory forward and 

backward interpolation, Lagrange’s interpolation formula, Newton divided difference 

interpolation formula.   

 

UNIT- IV DIFFERENTIATION AND INTEGRATION         

Numerical differentiation using Newton-Gregory forward and backward polynomials.  

Numerical Integration-Gaussian quadrature, Trapezoidal rule and Simpson’s one third rule.                   

 

Ordinary differential equations: Taylor series method, Euler and Modified Euler method, 

(Heun’s method).  Runge-Kutta method, Milne’s method, Adams-Moulton method, Solution of 

boundary value problems of second order by finite difference method.  

 

 

UNIT- V PARTIAL DIFFERENTIAL EQUATIONS                                                  
Classification of partial differential equations of second order.  Liebmann’s method for Laplace 

equation and Poisson equation, Explicit method and Crank - Nicolson method for parabolic 

equations.  Explicit method for hyperbolic equations. 

 

MATLAB : Matlab – Toolkits – 2D Graph Plotting – 3D Graph Plotting. 

 

TEXT BOOKS:        

 To make the students acquainted with the basic concepts in numerical methods and 

their uses. 

 To impart the procedure for solving different kinds of problems occur in 

engineering numerically. 
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S.NO.                      TOPICS TO BE COVERED HOUR(S)

Unit-I

UNIT I : TYPES OF ERRORS, SOLUTION OF 
ALGEBRAIC EQUATIONS

Different types of errors 1
Different types of errors 1
Newton Raphson method 1
Newton Raphson method 1
Tutorial 1 Newton Raphson method 1
Modified Newton Raphson method 1
Modified Newton Raphson method 1
Method of false position 1
Method of false position 1
Tutorial 2 Method of false position 1

TOTAL 10
Unit-II UNIT II : SOLUTION OF ALGEBRAIC SIMULTANEOUS 

EQUATIONS 

Gauss - Jordan elimination 1
Cholesky method 1
Crout’s method 1
Gauss - Jacobi method 1
Gauss - Seidel method 1
Tutorial 3 Gauss - Jordan elimination, Cholesky 
method, Crout’s method, Gauss - Jacobi 
method

1

Matrix Inverse by Gauss - Jordan method 1
Matrix Inverse by Gauss - Jordan method 1
Power method for finding dominant eigenvalue 1
Inverse power method for finding smallest 
eigenvalue 1

Power method for finding dominant eigenvalue 
and inverse power method for finding smallest 
eigenvalue

1

Tutorial 4 Power method for finding dominant 
eigenvalue and inverse power method for 
finding smallest eigenvalue

1



Jacobi method for symmetric matrices 1
Jacobi method for symmetric matrices 1

TOTAL 14

Unit-III

UNIT III : FINITE DIFFERENCES AND 
INTERPOLATION                                   

, 
Finite difference operators – DE ,,,,,   1
Finite difference operators – DE ,,,,,   1
Interpolation 1
Newton-Gregory forward and backward 
interpolation 1

Newton-Gregory forward and backward 
interpolation 1

Tutorial 5 Finite difference operators –
DE ,,,,,   - Interpolation-Newton-

Gregory forward and backward interpolation
1

Lagrange’s interpolation formula 1
Lagrange’s interpolation formula 1
Newton divided difference interpolation 
formula 

1

Newton divided difference interpolation 
formula 1

Tutorial 6 Lagrange’s interpolation formula, 
Newton divided difference interpolation 
formula.

1

TOTAL 11
Unit-IV UNIT IV : DIFFERENTIATION AND INTEGRATION      

Numerical differentiation using Newton-
Gregory forward and backward polynomials 1

Gaussian quadrature 1
Trapezoidal rule 1
Simpson’s one third rule 1
Tutorial 7 Numerical differentiation using 
Newton-Gregory forward and backward 
polynomials.  Numerical Integration-Gaussian 
quadrature, Trapezoidal rule and Simpson’s one 
third rule.                  

1

Taylor series method 1
Euler and Modified Euler method 1
Runge-Kutta method 1
Runge-Kutta method 1
Milne’s method 1
Adams-Moulton method 1
Tutorial 8 Taylor series method, Euler and 
Modified Euler method, (Heun’s method).  

1



Runge-Kutta method, Milne’s method, Adams-
Moulton method
Solution of boundary value problems of second 
order by finite difference method. 1

Solution of boundary value problems of second 
order by finite difference method. 1

TOTAL 14

Unit-V

UNIT V : PARTIAL DIFFERENTIAL EQUATIONS                                                 

Classification of partial differential equations of 
second order 1

Liebmann’s method for Laplace equation 1
Liebmann’s method for Laplace equation 1
Liebmann’s method for Poisson equation 1
Liebmann’s method for Poisson equation 1
Tutorial 9  Liebmann’s method for Laplace 
equation and Poisson equation 1

Explicit method for parabolic equations 1
Crank - Nicolson method for parabolic 
equations 

1

Crank - Nicolson method for parabolic 
equations 

1

Explicit method for hyperbolic equations 1
Tutorial 10 Explicit method and Crank - 
Nicolson method for parabolic equations.  
Explicit method for hyperbolic equations. 1

TOTAL 11

GRAND TOTAL 50
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Questions opt1 opt2 opt3 opt4
In Regula-Falsi method, to reduce the number of iterations we start with ________ interval Small large equal no
The rate of convergence in Newton-Raphson method is of order ________ 1 2 3 4
The condition for convergence for Newton-Raphson method is |f(x)|<|f'(x)|^2 |f(x)|>|f'(x)|^2 |f(x)f"(x)|<|f'(x)|^2 f(x) <1        
Newton’s method is useful when the graph of the function crosses the x-axis is nearly ______. vertical horizontal close to zero zero
If the initial approximation to the root is not given we can find any two values of x say a and b such that f (a) and f(b) are 
of _________signs. opposite same positive negative
|f(a)|___ |f(b)| then ‘a’ can be taken as the first approximation to the root.   < > = ≥ 
The Newton – Raphson method is also known as method of __________ secant tangent iteration interpolation
The Newton– Raphson method will fail if _________ in the neighborhood of the root f'(x)=0 |f'(x)|>0 |f'(x)|<0 |f'(x)|>1
If  f'(x)=0 _________ method should be used. Newton – Raphson Regula-Falsi  iteration interpolation  
The rate of convergence of Newton – Raphson method is _________ quadratic cubic 4 5
If f (a) and f (b) are of opposite signs the actual root lies between _________ (a, b)  (0, a) (0, b) (0, 0)
The convergence of root in Regula-Falsi method is slower than ________ Gauss – Elimination Gauss – Jordan Newton – Raphson Power method 
Regula-Falsi method is known as method of _________ secant tangent chords elimination
______________method converges faster than Regula-Falsi method. Newton – Raphson Power method elimination interpolation
f(x) is continuous in the interval (a, b) and if f (a) and f (b) are of opposite signs the equation f(x) = 0 has at least one 
_________ lying between a and b.   equation function root polynomial
x^2 + 3x – 3 = 0 is a polynomial of order 2 3 1 0
x is a root of f(x)=0 with multiplicity p,then_________ method is used. Generalized Newton – Raphson Newton – Raphson Regula-Falsi Power
Errors which are already present in the statement of the problem are called____ errors. Inherent Rounding Truncation Absolute
Rounding errors arise during_________ Solving Computation Truncation Absolute
The other name for truncation error is _________ error. Absolute Rounding Inherent Algorithm
Rounding errors arise from the process of _________ the numbers. Truncating Rounding off Approximating Solving
Absolute error is denoted by________ E_a E_r E_p E_x
Truncation errors are caused by using _________ results. Exact True Approximate Real
Truncation errors are caused on replacing an infinite process by ________ one. Approximate True Finite Exact
Graffe’s root squaring method is used for solving ___________ equation. Polynomial Algebraic transcendental wave
Bairstow’s method is used for finding ____________ roots of a polynomial equation. Complex real second order first order
The actual root of the equation lies between a and b when f (a) and f (b) are of ____ signs. Opposite same negative positive
If a word length is 4 digits, then the truncation of 15.758 is 15.75 15.76 15.758 16
If a word length is 4 digits, then rounding off of 15.758 is 15.75 15.76 15.758 16



opt7
Small

2
|f(x)f"(x)|<|f'(x)|^2
vertical 

opposite
<
tangent
f'(x)=0
Regula-Falsi  
quadratic
(a, b)  
Newton – Raphson 
chords
Newton – Raphson

root
2

Generalized Newton – Raphson
Inherent
Computation
Algorithm
Rounding off 
E_a
Approximate 
Finite 
Polynomial
Complex
Opposite

15.75
15.76
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Questions opt1 opt2 opt3 opt4 opt7
The numerical method of solving linear equations is of two types one is direct, other is_________ 
method. iterative elimination Newton  none iterative
In Gauss –Jordan method the coefficient matrix is transformed into ________ matrix scalar unit diagonal column unit
The convergence in Gauss –Jacobi method can be achieved only when coefficient of thematrix is 
__________ dominant  row wise  column wise diagonally  none diagonally
Gauss –Elimination and Gauss –Jordan are direct methods while Gauss –Jacobi and    Gauss – 
Seidal are __________ methods  iterative elimination  interpolation none    iterative 
The convergence of Gauss – Seidal method is _____times as fast as in Jacobi’s method 1 2 3 4 3
The power method will work satisfactorily only if A has a__________ Eigen value  small  large  equal  dominant dominant
In power method the element in vector in each iteration will become very large, to avoid  this we 
divide each vector by its _________ component  smallest largest positive  negative largest
Gauss – Jordan method is ________ method direct indirect iteration interpolation direct 
Gauss – Jacobi method is ________ method direct indirect iteration interpolation indirect
Gauss – Jacobi method is ________ method direct indirect iteration interpolation iteration
Gauss – Seidal method is ________ method direct indirect iteration interpolation indirect
Gauss – Jordan method fails if the element in top of first column is ______ 0 1 2 3 0
The successive approximations are called ________ interpolation elimination iterates approximation iterates
__________ method is a self - correcting method. interpolation elimination iterates approximation iterates
In Gauss – Jacobi and Gauss – Seidal methods the co-efficient matrix must be ___dominant. row wise column wise none diagonally diagonally
The matrix is ________ if the numerical value of the leading diagonal element in each row is  
greater than or equal to the sum of the numerical value of other element in that row. orthogonal symmetric diagonally dominant singular diagonally dominant

The Gauss – Jordan method is the modification of ________ method.
Gauss 
–Elimination  Gauss – Jacobi  Gauss – Seidal interpolation  Gauss –Elimination

The iterative procedure for finding the dominant Eigen value of the matrix is called ______  Power 
method. Rayleigh’s Gaussian Newton’s inverse Rayleigh’s
x^2 + 5x + 4 = 0 is a ________ equation.  algebraic transcendental wave heat  algebraic
a + b logx + c sinx + d = 0 is a _________ equation.  algebraic transcendental wave heat transcendental 
In Gauss – Jordan method, the augmented matrix is reduced into _____matrix upper triangular lower triangular diagonal scalar diagonal
The 1st equation in Gauss – Jordan method, is called __________ equation. pivotal dominant reduced  normal pivotal
The element   in Gauss – Jordan method is called _________ element. Eigen value Eigen vector pivot root pivot

Power method generally gives the largest Eigen value of A provided the Eigen values are____. equal negative positive real and distinct real and distinct
The system of simultaneous linear equation in n unknowns AX = B if A is diagonally    Dominant 
then the system is said to be __________ system dominant diagonal scalar singular diagonal
The convergence of Gauss – Seidal method is roughly _____ that of Gauss – Jacobi method twice thrice once 4times twice
 In power method iterative process is repeated until _________ becomes negligibly small. X_r– X_(r-1) X_(r-1)– X_r X_r– X_(r+1) X_(r+1) – X_r X_r– X_(r-1)

Cholesky’s method is used for finding the _________ of a matrix. determinant value inverse rank determinant 
The smallest eigen value of  A is the reciprocal of the dominant eigen value of___________ A (̂-1) det A  A^T A A (̂-1)
Choleskey’s method is used only when the matrix is ____ symmetric skew-symmetric singular non-singular symmetric
The Power method is used for finding ________ eigen value dominant least central positive dominant
The Inverse Power method is used for finding ________ eigen value dominant least central positive dominant
Jacobi’s method is used only when the matrix is ____ symmetric skew-symmetric singular non-singular symmetric
Crout’s method is a____ method to solve simultaneous linear equations. Direct Indirect real inverse Direct
In Crout’s method, if AX=B, then LX=B UX=B L=B LUX=B LUX=B

1 2 3 n 1
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Questions opt1 opt2 opt3 opt4 opt7
The process of computing the value of the function inside the given range is called ________  Interpolation  extrapolation reduction expansion  Interpolation
If the point lies inside the domain [x_0, x_n], then the estimation of f(y) is called _________  Interpolation extrapolation reduction expansion  Interpolation

The process of computing the value of the function outside the given range is called ________ Interpolation extrapolation reduction expansion extrapolation 
If the point lies outside the domain [x_0, x_n], then the estimation of f(y) is called _________ Interpolation extrapolation reduction expansion extrapolation 

       is called __________ difference operator. forward backward central  none forward 
     is called __________ difference operator. forward backward central  none backward 

In the forward difference table y0 is called ___________ element. leading ending middle positive    leading 
In the forward difference table ∆y0, ∆

2y0 , ….. are called ___________ difference. leading ending middle positive    leading 
The difference of first forward difference is called ________. divided difference      2nd forward difference          3rd forward difference 4th forward difference  2nd forward difference          

Gregory – Newton forward interpolation formula is also called as Gregory – Newton forward_____________ formula. Elimination iteration difference  distance   difference
Gregory – Newton backward interpolation formula is also called as Gregory – Newton backward_____________ 

formula Elimination iteration difference  distance   difference
Gregory – Newton backward interpolation formula is also called as Gregory – Newton backward   _____________ 

formula . Elimination iteration difference  distance   difference
The divided differences are _________ in their arguments. constant  symmetrical varies  singular  symmetrical 

In Gregory – Newton forward interpolation formula 1st two terms of this series give the result for the _________ 
interpolation. Ordinary linear ordinary differential parabolic central   Ordinary linear 

Gregory – Newton forward interpolation formula 1st three terms of this series give the result for the   _________ 
interpolation.  Ordinary linear ordinary differential parabolic central   parabolic 

Gregory – Newton forward interpolation formula is mainly used for interpolating the values of y near  the 
_____________ of the set of tabular values.   beginning  end centre side beginning

Gregory – Newton backward interpolation formula is mainly used for interpolating the values of y near the _______of 
the set of tabular values.  beginning  end centre side  end

From the definition of divided difference (u-u_0)/(x-x_0) we have __________ =      (y, y_0)  (x, y) (x_0, y_0)            (x, x_0) (x_0, y_0)            
If f(x) =0, then the equation is called __________ Homogenous non-homogenous first order second order Homogenous

The order of y_(x+3) – 5 y_(x+2) + 7y_(x+1)+y_x= 10x is 2 0 1 3 3
A function which satisfies the difference equation is a ________of the difference equation. Solution general solution complementary solution particular solution Solution

The degree of the difference equation is ________ The highest powers of y’sThe difference between the arguments of yThe difference between the constant The highest value of x The highest powers of y’s
The degree of (E2-5E +6)yx =e^x is 2 0 1 3 1

The order of y (x+3) – y (x+2) = 5x^2 is 3 2 1 0 1
The difference between the highest and lowest subscripts of y are called ______ of the difference  equation degree order power value order 

E-1=  ∆ µ δ  ∆
Which of the following is the central difference operator?  ∆ µ δ δ

1+∆= E µ δ E
µ is called the ______ operator Central average backward displacement average

The other name of shifting operator is  ______ operator Central average backward displacement displacement
The difference of constant functions are___________ 0 1 2 3 0

The nth order divided difference of xn will be a polynomial of degree ________. 0 1 2 3 2
The operator ∆ is __________ homogenous heterogeneous linear a variable     linear
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unit-IV                                                                                            
     Numerical differentiation and Integration

Questions opt1 opt2 opt3 opt4 opt5 opt6 Answer
_________ Formula can be used for interpolating the 
value of f(x) near the 
end of the tabular values.

 Newton’s 
forward 

 Newton’s 
backward 

 Lagrange stirling  Newton’s backward 

_________ Formula can be used for interpolating the 
value of f(x) near the 
beginning of the tabular values.

 Newton’s 
forward 

 Newton’s 
backward 

 Lagrange stirling  Newton’s forward 

 In Numerical integration, the length of all intervals is 
in ----------- distances.

Greater than 
the other

 less than the 
other

equal not equal equal 

When the function is given in the form of table values 
instead of giving analytical expression we use 
___________.   

numerical 
differentiatio
n

numerical 
elimination

approximation addition numerical differentiation

_________ is the process of computing the value of 
the definite integral from the set of numerical values  
of the integrand.

numerical 
differentiatio
n

numerical 
integration

Simpsons rule Trapezoidal 
rule

numerical integration

Numerical integration is the process of computing the 
value of a ________ from a set of   numerical  values 
of the integrand.       

indefinite 
integral 

definite integral expression equation definite integral 

Numerical evaluation of a definite integral is 
called --------

integration differentiation interpolation triangularisati
on

integration

What is the value of h if a=0,b=2 and n=2. 1 2 3 4 1
Integral (f(x) dx)=(h/2) [Sum of the first and last 
ordinates + 2(sum of the remaining ordinates)] is 
called _____

 Constant rule Simpsons rule    Trapezoidal 
rule

Rombergs rule Trapezoidal rule

 If the given integral is approximated by the sum 
of ‘n’ trapezoids, then the rule
 is called as ----------------.

Newton's 
method

Trapezoidal rule simpson's 
rule

none Trapezoidal rule

What is the formula for finding the length interval 
h in trapezoidal tule?

h=(b-a)/n h=(b/a)/n h=(b*a)/n h=(b+a)/n h=(b-a)/n



 The accuracy of the result using the Trapezoidal 
rule can be improved by --------

 Increasing 
the 
interval h

 Decreasing the 
length of the  
interval h

Increasing 
the 
number of 

altering the 
given 
function

 Decreasing the length 
of the  interval h

The order of error in Trapezoidal rule is ------------
-.

h h^2 h^3 h^4 h^2

 Simpson’s rule is exact for a ----------------- even 
though it was derived for a 
Quadratic.

cubic less than cubic  linear quadratic linear

The order of error in Simpson’s rule is ---------- h h^2 h^3 h^4 h^4

For what type of functions, Simpsons rule and 
direct integration will give the same result?

parabola hyperbola ellipse cardiod parabola 

 Simpson’s rule gives exact result if the entire 
curve y=f(x) itself is a __________.

parabola hyperbola ellipse cardiod parabola 

To apply Simpsons one third rule the number of 
intervals must be_________.

odd even equally spaced unequal even 

The end point coordinates y_0 and y_n are included in 
the Simpsons 1/3 rule, so it is called _________   
formula. 

Newton’s open closed Gauss closed 

Simpson’s one-third rule on numerical integration 
is called a --------- formula.

closed open semi closed semi opened closed

The order of error in Simpson’s formula is ________. 1 2 3 4 4

In two point Gaussian quadrature Formula n = 
________.

1 2 3 4 2

In Simpsons 1/3rd rule, the number of ordinates must 
be _________.

 odd even 0 3 odd

In three point Gaussian quadrature Formula n = 
________.

1 2 3 4 3

Two point Gaussian quadrature Formula requires only 
_______ functional evaluations and gives a good 
estimate of the value of the integral.   

1 2 3 4 2

_________ formula is based on the concept that the 
accuracy of numerical integration can be improved by 
choosing the sampling wisely , rather than on the basis 
of equal spacing.

Newtons elimination Gauss 
quadrature  

hermite Gauss quadrature  

2c

M1 2 M1 2

1 2

M1 2 1 2 M M1 2



Gauss Quadrature formula is also called as _________. Newton’s Gauss-Legendre Gauss-seidal Gauss-Jordan Gauss-Legendre 

The 2 point Gauss-quadrature is exact for the 
polynomial up to degree _________.

1 2 3 4 3

The 3 point Gauss-quadrature is exact for the 
polynomial up to degree _________.

1 5 3 4 5

Integrating f(x)=5x^4 in the interval [-1,1] using 
Gaussion two point formula gives______.

 1/2 9/5 10/9 5/9 10/9

The modified Eulers method is based on the 
___________ of points

sum multiplication average subratction average 

__________ prior values are required to predict the 
next value in Milne’s method

1 2 3 4 4

__________ prior values are required to predict the 
next value in Adams method

1 2 3 4 3

The Eulers method is used only when the slope at point 
____________ in computing is y(n+1)

(x(n), y ) (x, y(n)) (x(n), y(n))    (0, 0) (x(n), y(n))    

The Runge Kutta method agrees with Taylor series 
solution upto the ________ terms      

h^2 h^3 h^4 h^r h^r

Runge Kutta method agree with ________ solution 
upto the terms  h^4

Taylor Series Eulers Milnes Adams   Taylor Series

________   method is better than Taylor’s series 
method

Runge Kutta Milnes Adams Eulers Runge Kutta

Taylors series method belongs to   ____________     
method   

Single step   multi step    step by step  limination Single step   

If all the n conditions are specified at the initial point 
only then it is called a ______   problem 

Initial value final value    boundary value semi defined  Initial value

The problem dy/dx = f(x,y) with the initial condition 
y(x(0)) = y(0)is  ___________problem

initial value    final value     boundary value multistep initial value    

09 0 y 09 y 09 0 y 09 0 y09 0 y



The solution of an ODE means finding an explicit 
expression for y, in terms of a ______ number of 
elementary functions of x.

finite infinite positive negative finite 

The solution of an ODE is known as ____________ 
solution

infinite open-form closed-form negative form closed-form

The differential equation of the 2nd order can be 
solved by reducing it to a ____ differential equation   

lower order     higher-order       partial  simultaneous lower order     

The Eulers method is used only when the slope at point 
(x(n), y(n)) in computing is ___________

y(n+1) y(n-1) (dy/dx)(n+1) (dy/dx)(n-1) y(n+1)

The Eulers method is used only when the slope at point 
____________ in computing is y(n+1)

(x(n),y) (x, y(n))         (x(n), y(n))    (0, 0) (x(n), y(n))    

The modified Eulers method is a ____________ 
method of predictor-corrector type

Self-
correcting

Self-starting Self-evaluating Self-predicting Self-starting

The modified Eulers method has greater accuracy than 
________ method

Taylor’s Picard’s Euler’s Adam’s Taylor’s 

The formula y(n+1) = y(n) + hf(x(n), y(n)) is 
________formula

Euler’s modified Euler’s Picard’s  Taylor’s Euler’s 

Modified Eulers  method is the Runge-kutta method 
of________ order

1st 2nd 3rd  4th 2nd 

Modified Eulers method is same as the ________ 
method of 2nd order

Eulers Taylors Picards Runge Kutta Runge Kutta 

The process used in Eulers method is very slow and to 
obtain reasonable accuracy we   need to take a 
________   value of h  

Smaller Larger  negative Positive Smaller

The process used in Eulers method is very slow and to 
obtain reasonable accuracy we   need to take a smaller 
value of ________     

h h^2 h^3  h^4 h

The ________ formula is given by y(i+1) = y(i) +hf 
(x(i), y(i))

Taylors predictor Corrector Eulers Eulers

The predictor formula and ________ formula are one 
and the same 

Taylors Eulers Modified 
Eulers

Eulers Eulers

The ________ formula is given by y(i+1) = y(i) +  
h/2[f(x(i), y(i)) + f(x(i+1), y(i+1))], i = 1,2,3…..

Taylors predictor Corrector Picards Corrector

The ________ formula is used to predict the value 
y(i+1) of y at   x(i+1)

Predictor Corrector Corrector Picards Predictor



The ________ formula is used to improve the value of  
y(i+1)

Predictor Corrector Taylors Picards Corrector

In predictor corrector methods, ____ prior values of y 
are needed to evaluate the value of y at  x(i+1)       

1 2 3 4 4

In ________ methods, 4 prior values of y are needed to 
evaluate the value of y at  x(i+1)

Taylor’s predictor Predictor-
corrector    

Euler’s Predictor-corrector    

In predictor corrector methods 4 prior values of  
________  are needed to evaluate of values of are 
needed to evaluate of value of y at x(i+1)  

y y^2 y^3 y^4 y
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Questions opt1 opt2 opt3 opt4 Answer
If B^2-4AC = 0, then the differential equation is said to be______ parabolic elliptic hyperbolic equally spaced parabolic
If B^2-4AC > 0, then the differential equation is said to be______ parabolic elliptic hyperbolic equally spaced hyperbolic 
If B^2-4AC < 0, then the differential equation is said to be______ parabolic elliptic hyperbolic equally spaced elliptic 
(f(x+h)-f(x))/h  is known as the _________ difference quotient average derivative f(x) difference quotient

The  equation del^2(u) = 0  is   _______ equation.  Laplace Poisson Heat Wave Laplace
One dimensional heat equation is the example of _______ equation. Laplace Poisson Parabolic Hyperbolic Parabolic

One dimensional wave equation is the example of _______ equation. Laplace Poisson Parabolic Hyperbolic Hyperbolic
The differential equation is said to be parabolic, if B^2-4AC B^2-4AC > 0 B^2-4AC < 0 B^2-4AC =0 B^2-4AC
The differential equation is said to be elliptic, if B^2-4AC B^2-4AC > 0 B^2-4AC < 0 B^2-4AC =0 B^2-4AC < 0
The differential equation is said to be hyperbolic, if B^2-4AC B^2-4AC > 0 B^2-4AC < 0 B^2-4AC =0 B^2-4AC > 0
[x f(xx)+yf(yy)]=0 x>0, y>0 is ____ type of equation. elliptic Poisson Parabolic Hyperbolic elliptic
[f(xx)-2f(xx)]=0, x>0, y>0 is ____ type of equation. elliptic Poisson Parabolic Hyperbolic Hyperbolic

____________ process is used to solve two dimensional heat equations Newtons Gaussian Laplace Liebmanns iteration Liebmanns iteration 
The equation (Ñ^2) u = 0 is known as  ____________ equation Laplace Poisson heat wave heat

The ____________ formula is used to complete the improved value of u, Newtons elimination Liebmanns iteration reduction Liebmanns iteration 
The value of u can be improved by  ____________ process Newtons elimination Liebmanns iteration reduction Liebmanns iteration 
The value of u is obtained at any ____________ lattice points which is 
the arithmetic  mean of the values of u at 4 lattice points near to it  interior exterior positive  negative  interior
The value of ui,j in the difference equation are defined only at the  
_________points  equal  unequal apex lattice lattice 
The points of intersection of these families of lines are called ________ 
points  equal  unequal apex lattice lattice 
If B^2 – 4AC > 0 then the given equation is ____________ Parabolic elliptic hyperbolic rectangular hyperbolic hyperbolic
The differential equation is said to be ____________ in a region R if B^2 - 
 4AC < 0    at all points of a region  Parabolic elliptic hyperbolic rectangular hyperbolic elliptic
The differential equation is said to be ____________   in a region R if 
B^2- 4AC = 0   at all points  of the region Parabolic elliptic hyperbolic rectangular hyperbolic Parabolic

If  (ka)/h < 1,  it is stable but the accuracy of the solution decrease with 
the increasing    value of   ____________ k a (ka)/h k/h (ka)/h

If   (ka)/h < 1, it is stable but the accuracy of the solution decrease with 
the increasing value of   ____________ k a k/h (ka)/h (ka)/h
The differential equation is said to be ____________   in a region R if 
B^2 - 4AC = 0 at all points  of the region Parabolic elliptic hyperbolic rectangular hyperbolic Parabolic 
The differential equation is said to be ____________ in a region R if B^2 - 
 4AC < 0 at all points of a region  Parabolic elliptic hyperbolic rectangular hyperbolic elliptic
The points of intersection of these families of lines are called ________ 
points equal unequal apex lattice lattice 

Schmidt method belongs to ____________ type explicit implicit elliptic hyperbolic explicit

The Poisson’s equation belongs to  ____________ type explicit implicit elliptic hyperbolic hyperbolic 
One dimensional heat flow equation belongs to ____________ type explicit parabolic elliptic hyperbolic parabolic
Laplace equation in two dimensions belongs to ____________ type explicit parabolic elliptic hyperbolic explicit
The error in solving Poisson equation by ____________ methods is of 
order h^2 Difference  iteration elimination  interpolation Difference
The error in solving _________equation by difference method is of order 
h^2 Newton’s Jacobi’s Poisson Gaussian Poisson
The error in solving Poisson’s equation by difference methods is of 
order_______       h  h^2    h^3       h^4  h^2
The equation del^ 2(u) = f(x, y) is known as_________ equation  Poisson Newtons Jacobis Gaussian Poisson
The value of ui,j is the average of its value at the  ________ neighbouring 
diagonal mesh points           2 3 4 5 4
The value of u(i,j) is the  __________of its values at the four 
neighbouring diagonal mesh points  sum difference average product average
The value of u(i,j) is the average of its values at the four neighbouring 
____________    mesh points           Square rectangle diagonal column diagonal
The mesh points are also called ____________ grid point starting point Ending point bisection grid point

The points of intersection of the dividing lines are called ____________ bisection mesh points  vertex end point mesh points
The differential equation is said to be hyperbolic, if B^2-4AC = 0 B^2-4AC > 0 B^2-4AC < 0 B^2-4AC <= 0 B^2-4AC > 0
The differential equation is said to be elliptic, if B^2-4AC = 0 B^2-4AC > 0 B^2-4AC < 0 B^2-4AC   <=0 B^2-4AC < 0
The differential equation is said to be parabolic, if B^2-4AC = 0 B^2-4AC > 0 B^2-4AC < 0 B^2-4AC  <= 0 B^2-4AC = 0

One dimensional wave equation is the example of _______ equation. Laplace Poisson Parabolic Hyperbolic Parabolic

One dimensional heat equation is the example of _______ equation. Laplace Poisson Parabolic Hyperbolic Poisson
The  equation del^2(u) =  0  is _______ equation parabolic  elliptic hyperbolic equally spaced parabolic  
If B^2-4AC = 0, then the differential equation is said to be______ parabolic  elliptic hyperbolic equally spaced parabolic  
If B^2-4AC > 0, then the differential equation is said to be______ parabolic  elliptic hyperbolic equally spaced hyperbolic 
If B^2-4AC < 0, then the differential equation is said to be______ parabolic  elliptic hyperbolic equally spaced elliptic 
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