14BECS502 DISCRETE MATHEMATICS 3104100

INTENDED OUTCOMES:

e To acquire the knowledge needed to test the logic of a program.

e To gain knowledge in the applications of expert system, in data base.

e To provide adequate knowledge in class of functions, groups and graph
theory.

UNIT- I SET THEORY

Basic concepts — Notations — Subset — Algebra of sets — The power set — Ordered pairs and
Cartesian product — Relations on sets —Types of relations and their properties — Relational matrix
and the graph of a relation — Partitions — Equivalence relations — Partial ordering — Poset — Hasse
diagram — Lattices and their properties — Sublattices — Boolean algebra — Homomorphism.

UNIT -11 FUNCTIONS

Definitions of functions — Classification of functions —Type of functions - Examples —
Composition of functions — Inverse functions — Binary and n-ary operations — Characteristic
function of a set — Hashing functions — Recursive functions — Permutation functions.

UNIT- IV PROPOSITIONAL CALCULUS

Propositions — Logical connectives — Compound propositions — Conditional and biconditional
propositions — Truth tables — Tautologies and contradictions — Contrapositive — Logical
equivalences and implications — DeMorgan’s Laws - Normal forms — Principal conjunctive and
disjunctive normal forms — Rules of inference — Arguments - Validity of arguments.

UNIT -V PREDICATE CALCULUS

Predicates — Statement function — Variables — Free and bound variables — Quantifiers — Universe
of discourse — Logical equivalences and implications for quantified statements — Theory of
inference — The rules of universal specification and generalization — Validity of arguments.

UNIT-V  GRAPH THEORY
Graphs and graph models - Graph terminology and special types of graphs - Representing
graphs and graph-isomorphism - connectivity

TEXT BOOK:
S. Author(s) Title of the book Publisher Year of
No. Name Publication
1 Trembly, J. P. Discrete Tata McGraw—Hill Pub. Co. | 2008
and Manohar, R | Mathematical Ltd, New Delhi.

Structures with
Applications to
Computer Science




REFERENCES:

S. Author(s) Name Title of the book Publisher Year of
No. Publication
1 Bernard Kolman, Discrete Pearson Education Pvt. 2003
Robert, C., Busbhy Mathematical Ltd, New Delhi
and Sharan Cutler Structures
Ross
2 Kenneth H Rosen Discrete Tata McGraw - Hill Pub. | 2003
Mathematics and its | Co. Ltd, New Delhi.
Applications
3 Manikavasagampillai | Algebra Vol.1 Vishwanathan  Publisher, | 2000
T.K. and Others Tamil Nadu
4 Sundaresan V. , Discrete A.R. Publications, Tamil | 2002
Ganapathy Mathematics Nadu.
Subramanian, K.S.
and Ganesan, K.
WEBSITES:

1
2
3.
4

. www.mhhe.com/rosen

. www.siam.org/books/series/dt.php

www.abeliangroup.com

. www.dmtcs.org/dmtcs-ojs/index.php/dmtcs
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g KARPAGAM UNIVERSITY
KARPAGAM Karpagam Academy of Higher Education
p— Faculty of Engineering
Department of Science and Humanities
LECTURE PLAN
Name : M.Kokilamani Class - 11 CSE

Subject: Discrete Mathematics

Subject Code: 14BECS502

S.No. NAME OF THE TOPICS HOURS
UNIT I - SET THEORY
1. | Basic concepts — Notations - subset 1
2. | Algebra of sets — The power set 1
3. | Ordered pairs and Cartesian product — Relations on sets 1
4. | Types of relations and their properties 1
5. | Relational matrix and the graph of a relation - Partitions 1
6. | Tutorial -1 (Subset, Algebra of sets, power set, Ordered pairs and 1
Cartesian product, Relations on sets)
7. | Equivalence relations 1
8. | Partial ordering 1
9. | Poset - Hasse diagram 1
10. | Lattices and their properties 1
11. | Sublattices - Boolean algebra 1
12. | Tutorial -2 (Equivalence relations, Partial ordering, Hasse diagram, 1
Lattices, Sublattices)
13. | Homomorphism 1
Unit I total hours 13
UNIT Il - FUNCTIONS
14. | Introduction — Definition of functions 1
15. | Classification of functions 1
16. | Type of functions 1
17. | Examples — Composition of functions 1
18. | Inverse functions 1
19. | Tutorial — 3 (Type of functions, Composition of functions, Inverse 1
functions )
20. | Binary and n-ary operations 1
21. | Characteristic function of a set 1
22. | Hashing functions 1
23. | Recursive functions 1
24. | Permutation functions 1
25. | Tutorial — 4 (Hashing functions, Recursive functions, Permutation 1
functions )
Unit Il total hours 12
UNIT 111 - PROPOSITIONAL CALCULUS
26. | Introduction to Propositions-Logical connectives-Compound 1
propositions — Concepts and Examples
27. | Concepts of Conditional and biconditional propositions — Problems 1
28. | Problems based on Truth tables, Tautologies and contradictions 1
29. | Contrapositive, Logical equivalences and Implications — Concepts 1
and Examples
30. | Tutorial — 5 (Problems based on Logical equivalences and 1
Implications, Truth tables, Tautologies and contradictions)
31. | DeMorgan’s Laws, Normal forms and Concepts of Principal 1




conjunctive normal forms & Principal disjunctive normal forms

32. | Principal conjunctive normal form (PCNF)— Problems 1
33. | Principal disjunctive normal form (PDNF) - Problems 1
34. | Problems based on PCNF & PDNF 1
35. | Concepts of Rules of inference, Arguments and Validity of 1
arguments
36. | Introduction of Validity of arguments and Problems based on Direct 1
& Indirect methods
37. | Tutorial -6 (Problems based on PCNF & PDNF Problems, Direct 1
and Indirect methods)
Unit 111 total hours 12
UNIT IV - PREDICATE CALCULUS
38. | Introduction to Predicates —statement function- variables — 1
Concepts and Examples
39. | Concepts of Free and bound variables — Problems 1
40. | Problems based on Quantifiers 1
41. | Problems based on Universe of discourse 1
42. | Tutorial — 7( Problems based on Free and bound variables, 1
Quantifiers, Universe of discourse)
43. | Logical equivalences and Implications for quantified statements— 1
Concepts and Examples
44. | Theory of inference - Concepts 1
45. | Theory of inference - Problems 1
46. | The rules of universal specification and generalization — concepts 1
47. | The rules of universal specification and generalization - problems 1
48. | Tutorial — 8 (Logical equivalences and Implications for quantified 1
statements, Theory of inference, The rules of universal specification
and generalization)
49. | Validity of arguments 1
Unit 1V total hours 12
UNIT V- GRAPH THEORY
50. | Introduction to Graph theory — Examples and Concepts of 1
Connectivity
51. | Idea of trees, Spanning trees, Cut vertices and edges — Examples 1
52. | Abstract of Covering — Examples 1
53. | Concept of Matching — Theorem and proof 1
54. | Matching — Examples 1
55. | Tutorial -9 (Problems based on Matching and Colouring 1
Connectivity and Spanning trees)
56. | Independent sets — Problems 1
57. | Introduction to Colouring and Examples 1
58. | Concepts of Planar graph, Planarity and Isomorphism 1
59. | Tutorial -10 ( Planarity Problems based on Colouring in Graph 1
theory)
60. | Previous 5 years ESE question paper — Discussion and Revision 1
Unit V total hours 11
Grand Total 50+10




KARPAGAM UNIVERSITY
Karpagam Academy of Higher Education

== Faculty of Engineering
K ﬁ ]R PARG ATM Department of Science and Humanities
EREASSEENR DISCRETE MATHEMATICS
TEXT BOOKS:
S. Author(s) Title of the book Publisher Year of
No. Name Publication
1 Trembly, J. P. Discrete Tata McGraw-Hill Pub. 2003
and Manohar, R | Mathematical Co. Ltd, New Delhi.
Structures with
Applications to
Computer Science
2 Kenneth Linear Algebra Prentice Hall India 2" 2003
Hoffman, Ray Edition
Kunze.
REFERENCES:
S. Author(s) Name Title of the book | Publisher Year of
No. Publication
1 Bernard Kolman, Discrete Pearson Education Pvt | 2003
Robert, C., Busby Mathematical Ltd, New Delhi
and Sharan Cutler Structures
Ross
2 Kenneth H Rosen Discrete Tata McGraw - Hill | 2003
Mathematics and | Pub. Co. Ltd, New
its Applications Delhi.
3 Manikavasagampillai | Algebra Vol.1 Vishwanathan 2000
T.K. and Others Publisher, Tamil Nadu
4 Sundaresan, V., Discrete A.R.Publications, Tamil | 2002
Ganapathy , Mathematics Nadu.
Subramanian, K.S.
and Ganesan, K.
WEBSITES:
1. www.siam.org/books/series/dt.php
2. www.mathword.com
3. www.dmtcs.org/dmtcs-ojs/index.php/dmtcs
Staff In-charge HOD / S&H
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Unit 1 Set theory

Questions

is a collection of well-defined objects.
{a,b,c} then cardinality of the set is
The two sets A and B are called as if
n(a) = n(B)
The two sets A and B are called as if

the sets have the same elements.
If every element of the set A is an element of the

another set B then A is of B

If every element of the set A is an element of the
another set B then B is of A

If the cardinality of the set is zero then the set is
Empty setis a of every set.

Universal set is the of all the sets.

If A ={1,2,3,4} and B = {2,4} then A intersection B =
If A={1,2,3,4} and B = {2,4} then A union B =

Two sets are said to be disjoint if A intersection B =

If n subsets of a set are given, then the number of
is 2 power n

If n subsets of a set are given, then the number of
is 2 power n

Every singleton subset constitutes a

AxB BxA

A RfromasetAtoasetBisa
subset R of the cartesian product AxB

Let R be a relation on a set A then if aRa for all a
in A then R is called

Let R be a relation on a set A then if aRb then bRa
for all a,b in A then R is called

Let R be a relation on a set A then if aRb and bRc
then aRc for all a,b,c in A then R is

called

A relation R on a set A is called an equivalence
relation if R is

A relation R on a set A is called an partial order
relation if R is

OPT1

element
nullset

equal set
equal set
subset
subset
subset
subset
subset

{2,4}
2.4}

A
min terms

max terms
set

equal set
Relation
reflexive

reflexive

reflexive

reflexive ,
symmetric
and
transitive

reflexive ,
symmetric
and
transitive

OPT 2

member
one

equivalent

OPT3

set
two

null set

equalent senull set

superset
superset
superset
superset
superset

{1,2,3,4}
{1,2,3,4}

minimax
terms
minimax
terms
partition

not equal
Binary
relation

symmetric

symmetric

symmetric

reflexive ,
antisymm
etric and

transitive

reflexive ,
antisymm
etric and

transitive

empty
set
empty
set
empty
set
empty
set
empty
set

{1,2}
{1.2}

B
sets

sets

min term
does not
exist
duality
principle

transitive

transitive

transitive

irreflexiv
e,
symmetri
cand
transitive

irreflexiv
e,
symmetri
c and
transitive

OPT 4

finite set
three

Subset

Subset
universa
| set
universa
| set
universa
| set
universa
| set
universa
| set

{}
{

A union
B
infinite
sets
infinite
sets

ANSWE
RS

set
three

equival
ent set

equal se
subset
superset
empty se
subset
superset

{24}
{1,2,3,4}

&
min
terms
max
terms

max term partition

exist
partition
of a set
antisym
metric
antisym
metric

antisym
metric
irreflexiv
e,
antisym
metric
and
transitiv
e
irreflexiv
e,
antisym
metric
and
transitiv
e

not equa
Binary
relation

reflexive

symmetr

transitive

reflexiv
e,
symmet
ric and
transitiv
e
reflexiv
e,
antisym
metric
and
transitiv
e



A-B B-A
A method which pairs elements of the set A with
unique elements of the set B is called

One to one function is also called as

Onto function is also called as

A function whichn is one to one and onto is called

as
If every element of the domain is mapped to

unique element of the codomain then the function
is called as

If atleast one element of the codomain is not
mapped by any element of the domain then the
function is called as

A function that assigns each element of a set into
itself is called as

A one to one mapping of a set onto itself is
sometimes called of the set.

A bijective function is called invertible because we
can define of this function.

The commutative law does not hold for

Operations of the set union are on
the set of subsets of a universal set
Operations of the set intersection are

on the set of subsets of a universal
set

The absolute value of an integer nis a
on the set Z of integer.

The complement of a setis a on the
power set of any set.

If the identity for a binary operation on a set exists,
then it is

equal set

Set

injective
function

injective
function

injective
function

injective
function
into

function

surjective
function

Constant
function

Constant
function

Constant
function

Uninary
operation

Uninary

operation

Uninary
operation

Uninary
operation

unique

not equal

domain

surjective
function

surjective
function

surjective
function

surjective
function

surjective

function

identity
function

Inverse
function

Inverse
function

Inverse
function

Binary
operation

Binary

operation

Binary
operation

Binary
operation

dual

does not

exist exist
codomai
n function

bijective inverse
function function

bijective inverse
function function

bijective inverse
function function

bijective constant
function  function

bijective constant
function  function

constant into
function function

permutati Compos
on ition
function function

permutati Compos
on ition
function function

permutati Compos
on ition
function function
compositi permuta
on tion
function function
compositi permuta
on tion
function function

compositi permuta
on tion
function function

compositi permuta
on tion
function function

zero finite

not equa

function

injectiv
e
function

surjecti
ve
function

bijectiv
e

function
constan

t
function

into
function

identity
function

permut
ation
function

Inverse
function

Compo
sition
function
Binary
operati
on
Binary
operati
on
Uninary

operati
on
Uninary

operati
on

unique



Over the set of real numbers the element
is the identity for addition 1 0 1and 0 infinite 0









LECTURE NOTES ON RELATIONS AND FUNCTIONS

PETE L. CLARK

CONTENTS
1. Relations 1
1.1. The idea of a relation 1
1.2.  The formal definition of a relation 2
1.3. Basic terminology and further examples 2
1.4. Properties of relations 4
1.5. Partitions and Equivalence Relations 6
1.6. Examples of equivalence relations 7
1.7. Extra: composition of relations 8
2. Functions 9
2.1. The set of all functions from X to Y 10
2.2. Injective functions 10
2.3. Surjective functions 13
2.4. Bijective functions 13
2.5. Composition of functions 14
2.6. Basic facts about injectivity, surjectivity and composition 15
2.7. Inverse Functions 16

1. RELATIONS

1.1. The idea of a relation. Let X and Y be two sets. We would like to formalize
the idea of a relation between X and Y. Intuitively speaking, this is a well-defined
“property” R such that given any x € X and y € Y, either « bears the property R
to y, or it doesn’t (and not both!). Some important examples:

Example 1.1. Let X be a set of objects and let Y be a set of sets. Then “mem-
bership” is a relation R from X to Y : i.e., we have xRy if x € y.

Example 1.2. Let S be a set, and let X =Y = 25, the power set of S (recall that
this is the set of all subsets of S. Then containment, A C B is a relation between
X and Y. (Proper containment, A C B, is also a relation.)

Example 1.3. Let X =Y. Then equality is a relation from X to Y : we say xRy
iff x =y. Also inequality is a relation between X and Y : we say xRy iff x # y.

Example 1.4. Let X =Y =R. Then <,<,>,> are relations between R and R.

Example 1.5. Let f : R — R be a function. Then we can define a relation from
R to R, by xRy if and only if y = f(x).

Date: April 15, 2016.



2 PETE L. CLARK

Example 1.6. Let X =Y = Z. Then divisibility is a relation between Z and Z:
we say TRy if x | y.

Example 1.7. Let X =Y = Z. Then “having the same parity” is a relation
between Z and Z.

In many of the above examples we have X =Y. This will often (but certainly not
always!) be the case, and when it is we may speak of relations on X.

1.2. The formal definition of a relation.

We still have not given a formal definition of a relation between sets X and Y. In
fact the above way of thinking about relations is easily formalized, as was suggested
in class by Adam Osborne: namely, we can think of a relation R as a function from
X xY to the two-element set {TRUE, FALSE}. In other words, for (z,y) € X XY,
we say that xRy if and only if f((x,y)) = TRUE.

This is a great way of thinking about relations. It has however one foundational
drawback: it makes the definition of a relation depend on that of a function, whereas
the standard practice for about one hundred years is the reverse: we want to de-
fine a function as a special kind of relation (c.f. Example 5 above). The familiar
correspondence between logic and set theory leads us to the official definition:

Definition: A relation R between two sets X and Y is simply a subset of the
Cartesian product X x Y, i.e., a collection of ordered pairs (z,y).

(Thus we have replaced the basic logical dichotomy “TRUE/FALSE” with the basic
set-theoretic dichotomy “is a member of/ is not a member of”.) Note that this new
definition has some geometric appeal: we are essentially identifying a relation R
with its graph in the sense of precalculus mathematics.

We take advantage of the definition to adjust the terminology: rather than speaking
(slightly awkwardly) of relations “from X to Y” we will now speak of relations on
X x Y. When X =Y we may (but need not!) speak of relations on X.

Example 1.8. Any curve in R? defines a relation on R x R. E.g. the unit circle
R |
is a relation in the plane: it is just a set of ordered pairs.

1.3. Basic terminology and further examples.

Let X,Y be sets. We consider the set of all relations on X x Y and denote it
by R(X,Y). According to our formal definition we have

R(X,Y) =22V,
i.e., the set of all subsets of the Cartesian product X x Y.

Example 1.9. a) Suppose X = @. Then X XY = @ and R(X xY) =27 = {2}.
That is: if X is empty, then the set of ordered pairs (x,y) forx € X andy €Y s
empty, so there is only one relation: the empty relation.

b) Suppose Y = @&. Again X xY = & and the discussion is the same as above.
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Example 1.10. a) Suppose X = {eo} consists of a single element. Then X XY =
{(o,y) | y € Y}; in other words, X XY is essentially just Y itself, since the first
coordinate is always the same. Thus a relation R on X XY corresponds to a subset
of Y: formally, the set of ally € Y such that eRy.

b) Suppose Y = {e} consists of a single element. The discussion is analogus to that
of part a), and relations on X x'Y correspond to subsets of X.

Example 1.11. Suppose X and Y are finite sets, with #X = m and #Y = n.
Then R(X,Y) = 2X*Y s finite, of cardinality

The function 2™ grows rapidly with both m and n, and the upshot is that if X and
Y are even moderately large finite sets, the set of all relations on X XY 1is very
large. For instance if X = {a,b} and Y = {1,2} then there are 2%2 = 16 relations
on X x Y. It is probably a good exercise for you to write them all down. However,
if X = {a,b,c} and Y = {1,2,3} then there are 233 = 512 relations on X XY, and
— with apologies to the Jackson 52 — it is less easy to write them all down.

Exercise 1.1. Let X and Y be nonempty sets, at least one of which is infinite.
Show: R(X,Y) is infnite.

Given two relations R; and Ry between X and Y, it makes sense to say that
R; C R,: this means that R; is “stricter” than Ry or that R, is “more permis-
sive” than R;. This is a very natural idea: for instance, if X is the set of people
in the world, Ry is the brotherhood relation — ie., (z,y) € Ry iff  and y are
brothers — and Ry is the sibling relation — i.e., (z,y) € Ry iff  and y are siblings —
then Ry C Rs: if x and y are brothers then they are also siblings, but not conversely.

Among all elements of R(X,Y), there is one relation Ry which is the strictest
of all, namely Ry = (:! that is, for no (z,y) € X x Y do we have (z,y) € Ry. In-
deed Ry C R for any R € R(X,Y). At the other extreme, there is a relation which
is the most permissive, namely Rxxy = X x Y itself: that is, for all (z,y) € X XY
we have (z,y) € Rxxy. And indeed R C Rxxy for any R € R(X,Y).

Example 1.12. Let X =Y. The equality relation R = {(z,x) | x € X} can be
thought of geometrically as the diagonal of X X Y.

The domain? of a relation R C X x Y is the set of z € X such that there exists
y € Y with (z,y) € R. In other words, it is the set of all elements in = which relate
to at least one element of Y.

Example 1.13. The circle relation {(z,y) € R? | 2% +y? = 1} has domain [—1,1].

Given a relation R C X x Y, we can define the inverse relation R~! C Y x X by
interchanging the order of the coordinates. Formally, we put

-1
R™ ={(y,x) €Y x X | (z,y) € R}.
Geometrically, this corresponds to reflecting across the line y = x.
IThe notation here is just to emphasize that we are viewing @ as a relation on X x Y.

2[ don’t like this terminology. But it is used in the course text, and it would be confusing to
change it.
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Example 1.14. Consider the relation R C R X R attached to the function f(x) =
x2:
R={(z,2?) | z € R}.

The graph of this relation is an upward-opening parabola: it can also be described
by the equation y = x*. The inverse relation R~ is {(2?,x) | € R}, which
corresponds to the equation © = y? and geometrically is a parabola opening right-
ward. Note that the domain of the original relation R is R, whereas the domain of
R~ is [0,00). Moreover, R™1 is not a function, since some values of x relate to
more than one y-value: e.g. (1,1) and (1,—1) are both in R™1.

Example 1.15. Consider the relation attached to the function f(x) = 23

R={(z,2%) | z € R}.

This relation is described by the equation y = x>; certainly it is a function, and its

domain is R. Consider the inverse relation
R™' ={(«% x) | x € R},
which is described by the equation x = y>. Since every real number has a unique

real cube root, this is equivalent to y = x3. Thus this time R~ is again a function,
and its domain is R.

: namely

Later we will study functions in detail and one of our main goals will be to under-
stand the difference between Examples 1.14 and 1.15.

1.4. Properties of relations.

Let X be a set. We now consider various properties that a relation R on X —
i.e., R C X x X may or may not possess.

Reflexivity: For all x € X, (z,2) € R.

In other words, each element of X bears relation R to itself. Another way to
say this is that the relation R contains the equality relation on X.

Exercise 1.2. Which of the relations in FExamples 1.1 through 1.15 are reflexive?
Anti-reflexivity: For all x € X, (z,z) AnR.

Certainly no relation on X is both reflexive and anti-reflexive (except in the silly
case X = @ when both properties hold vacuously) . However, notice that a rela-
tion need not be either reflexive or anti-reflexive: if there are x,y € X such that
(z,z) € R and (y,y) ¢ R, then neither property holds.

Symmetry: For all z,y € X, if (z,y) € R, then (y,z) € R.

Again, this has a geometric interpretation in terms of symmetry across the diagonal
y = x. For instance, the relation associated to the function y = % is symmetric
since interchanging x and y changes nothing, whereas the relation associated to the
function y = #? is not. (Looking ahead a bit, a function y = f(z) is symmetric iff

it coincides with its own inverse function.)

Exercise 1.3. Which of the relations in Examples 1.1 through 1.15 are symmetric?
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Example 1.16. Let V be a set. A (simple, loopless, undirected) graph — in
the sense of graph theory, not graphs of functions! — is given by a relation E on'V
which is irreflexive and symmetric. Thus: for x,y € V, we say that x and y are
adjacent if (x,y) € E. Moreover x is never adjacent to itself, and the adjacency
of x and y is a property of the unordered pair {x,y}: if x is adjacent to y then y is
adjacent to x.

Anti-Symmetry: for all z,y € X, if (z,y) € R and (y,z) € R, then z = y.

Exercise 1.4. Which of the relations in Examples 1.1 through 1.16 are anti-
symmetric?

Transitivity: for all z,y,z € X, if (z,y) € R and (y, z) € R, then (z,z) € R.

“Being a parent of” is not transitive, but “being an ancestor of” is transitive.
Exercise 1.5. Which of the relations in Fxamples 1.1 through 1.15 are transitive?

Worked Exercise 1.6.

Let R be a relation on X. Show the following are equivalent:

(i) R is both symmetric and anti-symmetric.

(ii) R is a subrelation of the equality relation.

Solution: Suppose that we have a relation R on X which is both symmetric and
anti-symmetric. Then, for all z,y € R, if (x,y) € R, then by symmetry we have
also (y,x) € R, and then by anti-symmetry we have x = y. Thus we’ve shown
that if (i) holds, the only possible elements (z,y) € R are those of the form (x,x),
which means that R is a subrelation of the equality relation. Conversely, if R is
a subrelation of equality and (z,y) € R, then y = x, so (y,z) € R. Similarly, if
(z,y) € R and (y,x) € R then x = y. So R is both symmetric and anti-symmetric.

Now we makes two further defintions of relations with possess certain combinations
of these basic properties. The first is the most important definition in this section.

An equivalence relation on a set X is a relation on X which is reflexive, sym-
metric and transitive.

A partial ordering on a set X is a relation on X which is reflexive, anti-symmetric
and transitive.

Exercise 1.7. Which of the relations in Examples 1.1 through 1.16 are equivalence
relations? Which are partial orderings?

We often denote equivalence relations by a tilde — z ~ y — and read z ~ y as “x
is equivalent to y”. For instance, the relation “having the same parity” on Z is an
equivalence relation, and x ~ y means that z and y are both even or both odd.
Thus it serves to group the elements of Z into subsets which share some common
property. In this case, all the even numbers are being grouped together and all
the odd numbers are being grouped together. We will see shortly that this is a
characteristic property of equivalence relations: every equivalence relation on a set
X determines a partition on X and conversely, given any partition on X we can
define an equivalence relation.

The concept of a partial ordering should be regarded as a “generalized less than
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or equal to” relation. Perhaps the best example is the containment relation C on
the power set P(S) of a set S. This is a very natural way of regarding one set as
“bigger” or “smaller” than another set. Thus the insight here is that containment
satisfies many of the formal properties of the more familiar < on numbers. However
there is one property of < on numbers that does not generalize to C (and hence
not to an arbitrary partial ordering): namely, given any two real numbers x,y we
must have either x < y or y < x. However for sets this does not need to be the case
(unless S has at most one element). For instance, in the power set of the positive
integers, we have A = {1} and B = {2}, so neither is it true that A C B or that
B C A. This is a much stronger property of a relation:

Totality: For all z,y € X, either (x,y) € R or (y,z) € R.

A total ordering (or linear ordering) on a set X is a partial ordering satis-
fying dichotomy.

Example 1.17. The relation < on R is a total ordering.

There is an entire branch of mathematics — order theory — devoted to the study
of partial orderings.® In my opinion order theory gets short shrift in the standard
mathematics curriculum (especially at the advanced undergraduate and graduate
levels): most students learn only a few isolated results which they apply frequently
but with little context or insight. Unfortunately we are not in a position to combat
this trend: partial and total orderings will get short shrift here as well!

1.5. Partitions and Equivalence Relations.
Let X be a set, and let ~ be an equivalence relation on X.

For z € X, we define the equivalence class of x as
[2] ={y e X | y ~ =z}
For example, if ~ is the relation “having the same parity” on Z, then
2]={..,—4,-2,0,2,4,...},
i.e., the set of all even integers. Similarly
N={..-3-1,1,3,...}

is the set of all odd integers. But an equivalence class in general has many “repre-
sentatives”. For instance, the equivalence class [4] is the set of all integers having
the same parity as 4, so is again the set of all even integers: [4] = [2]. More gen-
erally, for any even integer n, we have [n] = [0] and for any odd integer n we have
[n] = [1]. Thus in this case we have partitioned the integers into two subsets: the
even integers and the odd integers.

We claim that given any equivalence relation ~ on a set X, the set {[z] | x € X}
forms a partition of X. Before we proceed to demonstrate this, observe that we
are now strongly using our convention that there is no “multiplicity” associated to
membership in a set: e.g. the sets {4,2 +2,1' 4+ 3% +2'} and {4} are equal. The

3For instance, there is a journal called Order, in which a paper of mine appears.
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above representation {[z] | x € X} is highly redundant: for instance in the above
example we are writing down the set of even integers and the set of odd integers
infinitely many times, but it only “counts once” in order to build the set of subsets
which gives the partition.

With this disposed of, the verification that P = {[z] | z € X} gives a partition
of X comes down to recalling the definition of a partition and then following our
noses. There are three properties to verify:

(i) That every element of P is nonempty. Indeed, the element [z] is nonempty
because it contains x! This is by reflexivity: z ~z,s0 x € {y € X | y ~ x}.

(ii) That the union of all the elements of P is all of X. But again, the union is
indexed by the elements x of X, and we just saw that « € [z], so every = in X is
indeed in at least one element of P.

(iil) Finally, we must show that if [z]N[y] # &, then [z] = [y]: i.e., any two elements
of P which have a common element must be the same element. So suppose that
there exists z € [z] N [y]. Writing this out, we have z ~ z and z ~ y. By symmetry,
we have y ~ z; from this and z ~ x, we deduce by transitivity that y ~ =z, i.e.,
y € [x]. We claim that it follows from this that [y] C [z]. To see this, take any
w € [y], so that w ~ y. Since w ~ z, we conclude w ~ z, so w € [z]. Rerunning the
above argument with the roles of z and y interchanged we get also that [y] C [z],
so [x] = [y]. This completes the verification.

Note that the key fact underlying the proof was that any two equivalence classes
[z] and [y] are either disjoint or coincident. Note also that we did indeed use all
three properties of an equivalence relation.

Now we wish to go in the other direction. Suppose X is a set and P = {U, };¢s is a
partition of X (here I is just an index set). We can define an equivalence relation ~
on X as follows: we say that x ~ y if there exists ¢ € I such that z,y € U;. In other
words, we are decreeing x and ¥y to be equivalent exactly when they lie in the same
“piece” of the partition. Let us verify that this is an equivalence relation. First, let
x € X. Then, since P is a partition, there exists some ¢ € I such that z € U;, and
then x and x are both in U;, so x ~ x. Next, suppose that = ~ y: this means that
there exists ¢ € I such that « and y are both in U;; but then sure enough y and x
are both in U; (“and” is commutative!), so y ~ 2. Similarly, if we have x,y, z such
that x ~ y and y ~ z, then there exists 7 such that x and y are both in U; and a
possibly different index j such that y and z are both in U;. But since y € U; N Uj;,
we must have U; = U; so that x and z are both in U; = U; and = ~ z.

Moreover, the processes of passing from an equivalence relation to a partition and
from a partition to an equivalence relation are mutually inverse: if we start with
an equivalence relation R, form the associated partition P(R), and then form the
associated equivalence relation ~ (P(R)), then we get the equivalence relation R
that we started with, and similarly in the other direction.

1.6. Examples of equivalence relations.
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Example 1.18. (Congruence modulo n) Let n € ZT. There is a natural partition
of Z into n parts which generalizes the partition into even and odd. Namely, we put

Yi={..,-2n,—n,0,n,2n,...} ={kn | k € Z}
the set of all multiples of n,
Yo={..,-2n+1,-n+1,,n+1,2n+1...} ={kn+1| k € Z},
and similarly, for any 0 < d <n —1, we put
Yo={...,-2n+d,—n+ddn+d2n+d...} ={kn+d| kinZ}.

That is, Yq is the set of all integers which, upon division by n, leave a remainder of
d. FEarlier we showed that the remainder upon division by n is a well-defined integer
in the range 0 < d < n. Here by “well-defined”, I mean that for 0 < dy # dy < n,
the sets Yq, and Yq, are disjoint. Recall why this is true: if not, there exist ki, ko
such that kyn 4+ dy = kan + da, so dy — dy = (k2 — k1)n, so dy — da is a multiple of
n. But —n < dy — ds < n, so the only multiple of n it could possibly be is 0, i.e.,
dy = dg. It is clear that each Yy is nonempty and that their union is all of Z, so
{Yd}:lzol gives a partition of Z.

The corresponding equivalence relation is called congruence modulo n, and writ-
ten as follows:

z=y (modn).
What this means is that = and y leave the same remainder upon division by n.

Proposition 1.19. For integers x,y, the following are equivalent:
(i) x =y (mod n).

Proof. Suppose that x = y (mod n). Then they leave the same remainder, say d,
upon division by n: there exist k1, ko € Z such that x = kyn +d, y = kan + d, so
x—y = (k1 —k2)n and indeed n | © — y. Conversely, suppose that © = kin + dy,
y = kan + da, with d; and ds distinct integers both in the interval [0,n — 1]. Then,
if n divides x —y = (k1 — k2)n + (d1 — da), then it also divides d; — dg, which as
above is impossible since —n < d; — ds < n. O

Example 1.20. (Fibers of a function) Let f : X =Y be a function. We define a
relation R on X by (x1,22) € R iff f(x1) = f(x2). This is an equivalence relation.
The equivalence class of [x] is called the fiber over f(x).

1.7. Extra: composition of relations.

Suppose we have a relation R C X x Y and a relation S C Y x Z. We can define a
composite relation So R C X x Z in a way which will generalize compositions
of functions. Compared to composition of functions, composition of relations is
much less well-known, although as with many abstract concepts, once it is pointed
out to you, you begin to see it “in nature’. This section is certainly optional reading.

The definition is simply this:

SoR={(z,z) € X x Z| Jy € Ysuch that (z,y) € R and (y,2) € S}.

In other words, we say that x in the first set X relates to z in the third set Z if
there exists at least one intermediate element g in the second set such that x relates
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to y and y relates to z.

In particular, we can always compose relations on a single set X. As a special
case, given a relation R, we can compose it with itself: say

R® =RoR=1{(z,2) € X x X | Jy € X such that xRy and yRz}.

Proposition 1.21. For a relation R on X, the following are equivalent:
(i) R is transitive.
(ii) R® C R.

Exercise 1.8. Show that the composition of relations is associative.
Exercise 1.9. Show: (SoR)™! = R71o 571

Exercise 1.10. Let X = {1,...,N}. To a relation R on X we associate its
adjacency matric M = M(R): if (i,j) € R, we put M(i,j) = 1; otherwise we
put M(i,7) = 0. Show that the adjacency matriz of the composite relation R? is
the product matriz M(R) - M(R) in the sense of linear algebra.

2. FUNCTIONS

Let X and Y be sets. A function f: X — Y is a special kind of relation between
X and Y. Namely, it is a relation R C X x Y satisfying the following condi-
tion: for all z € X there exists exactly one y € Y such that (z,y) € R. Because
element of y attached to a given element z of X is unique, we may denote it by f(z).

Geometrically, a function is a relation which passes the vertical line test: ev-
ery vertical line z = c¢ intersects the graph of the function in exactly one point. In
particular, the domain of any function is all of X.

Example 2.1. The equality relation {(z,z) | * € X} on X is a function: f(z) =z
for all x. We call this the identity function and denote it by 1x.

Example 2.2. a) Let Y be a set. Then & XY = &, so there is a unique relation
on @ x Y. This relation is — vacuously — a function.

b) Let X be a set. Then X x @ = &, so there is a unique relation on X X &, with
domain @. If X = &, then we get the empty function f : @ — @. If X # & then
the domain is not all of X so we do not get a function.

If f: X — Y is a function, the second set Y is called the codomain of f. Note the
asymmetry in the definition of a function: although every element x of the domain
X is required to be associated to a unique element y of Y, the same is not required
of elements y of the codomain: there may be multiple elements x in X such that
f(x) =y, or there may be none at all.

The image of f: X — Y is {y € Y such that y = f(z) for some z € X.}*

In calculus one discusses functions with domain some subset of R and codomain R.
Moreover in calculus a function is usually (but not always...) given by some rela-
tively simple algebraic/analytic expression, and the convention is that the domain
is the largest subset of R on which the given expression makes sense.

430me people call this the range, but also some people call the set Y (what we called the
codomain) the range, so the term is ambiguous and perhaps best avoided.
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Example 2.3.

a) The function y = 3x is a function from R to R. Its range is all of R.

b)The function y = x2 is a function from R to R. Its range is [0, 00).

¢) The function y = 2% is a function from R to R. Its range is all of R.

d) The function y = \/z is a function from [0,00) to R. Its range is [0, 00).

e) The arctangent y = arctanx is a function from R to R. Its range is (5, 5).

2.1. The set of all functions from X to Y.

Let X and Y be sets. We denote the set of all functions f : X — Y by YX.
Why such a strange notation? The following simple and useful result gives the
motivation. Recall that for n € ZT, we put [n] = {1,2,...,n}, and we also put
[0) = @. Thus #[n] =n for all n € N.

Proposition 2.4. Let m,n € N. Then we have
#[m]l" = m".
In words: the set of all functions from {1,...,n} to {1,...,m} has cardinality m™.

Proof. To define a function f : {1,...,n} — {1,...,m}, we must specify a sequence
of elements f(1),..., f(n)in {1,...,m}. There are m possible choices for f(1), also
m possible choices for f(2), and so forth, up to m possible choices for f(n), and these
choices are independent. Thus we have m ---m n times = m"™ choices overall. [

2.2. Injective functions.

From the perspective of our course, the most important material on functions are
the concepts injectivity, surjectivity and bijectivity and the relation of these prop-
erties with the existence of inverse functions.

A function f : X — Y is injective if every element y of the codomain is asso-
ciated to at most one element x € X. That is, f is injective if for all 1,29 € X,
f(z1) = f(z2) implies z1 = xs.

Let us meditate a bit on the property of injectivity. One way to think about it
is via a horizontal line test: a function is injective if and only if each horizontal line
y = c intersects the graph of f in at most one point. Another way to think about
an injective function is as a function which entails no loss of information. That is,
for an injective function, if your friend tells you € X and you tell me f(z) € Y,
then I can, in principle, figure out what x is because it is uniquely determined.

Consider for instance the two functions f(z) = 22 and f(z) = 2®. The first
function f(x) = z? is not injective: if y is any positive real number then there are
two a-values such that f(z) =y, * = /y and x = —/y. Or, in other words, if
f(z) = 2% and 1 tell you that f(x) = 1, then you are in doubt as to what z is: it
could be either +1 or —1. On the other hand, f(x) = 22 is injective, so if I tell you
that f(z) = 2® = 1, then we can conclude that = = 1.

How can we verify in practice that a function is injective? One way is to con-
struct an inverse function, which we will discuss further later. But in the special
case when f : R — R is a continuous function, the methods of calculus give useful
criteria for injectivity.
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Before stating the result, let us first recall the definitions of increasing and de-
creasing functions. A function f : R — R is (strictly) increasing if for all
x1,22 € R, 21 <22 = f(z1) < f(x2). Similarly, f is (strictly) decreasing if
for all 1,20 € R, 21 < 29 = f(x1) > f(z2). Notice that a function which is
increasing or decreasing is injective. The “problem” is that a function need not be
either increasing or decreasing, although “well-behaved” functions of the sort one
encounters in calculus have the property that their domain can be broken up into
intervals on which the function is either increasing or decreasing. For instance, the
function f(x) = 22 is decreasing on (—o0,0) and increasing on (0, 00).

Theorem 2.5. Let f : R — R be a continuous function.

a) If f is injective, then f is either increasing or decreasing.

b) If f is differentiable and either f'(x) > 0 for all x € R or f'(z) < 0 for all
x € R, then f is injective.

It is something of a sad reflection on our calculus curriculum that useful and basic
facts like this are not established in a standard calculus course. However, the full
details are somewhat intricate. We sketch a proof below.

Proof. We prove part a) by contraposition: that is, we assume that f is continuous
and neither increasing nor decreasing, and we wish to show that it is not injective.
Since f is not decreasing, there exist x1 < x5 such that f(z1) < f(x32). Since f is
not increasing, there exist x3 < x4 such that f(z3) > f(x4). If f(x3) = f(x4). We
claim that it follows that there exist a < b < ¢ such that either

Case 1:f(b) > f(a) and f(b) > f(c), or

Case 2: f(b) < f(a) and f(b) < f(c).

This follows from a somewhat tedious consideration of cases as to in which order the
four points x1, s, T3, T4 occur, which we omit here. Now we apply the Intermediate
Value Theorem to f on the intervals [a, b] and [b, ¢]. In Case 1, every number smaller
than f(b) but sufficiently close to it is assumed both on the interval [a, b] and again
on the interval [b, c], so f is not injective. In Case 2, every number larger than f(b)
but sufficiently close to it is assumed both on the interval [a, b] and again on [b, ],
so again f is not injective.

As for part b), we again go by contraposition and assume that f is not injective:
that is, we suppose that there exist a < b such that f(a) = f(b). Applying the
Mean Value Theorem to f on [a, b], we get that there exists ¢, a < ¢ < b, such that

ERRIUES (G

contradicting the assumption that f’(z) is always positive or always negative. [

207

Remark: The proof shows that we could have replaced part b) with the apparently
weaker hypothesis that for all z € R, f’(x) # 0. However, it can be shown that this
is equivalent to f’ always being positive or always being negative, a consequence of
the Intermediate Value Theorem For Derivatives.

Example 2.6. a) Let f : R — R by f(z) = arctanz. We claim [ is injective.
Indeed, it is differentiable and its derivative is f'(x) = 1—1-% > 0 for all x € R.
Therefore f is strictly increasing, hence injective.

b) Let f : R — R by f(x) = —a® —x. We claim f is injective. Indeed, it is
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differentiable and its derivative is f'(x) = —32%2 —1 = —(322+1) < 0 for all x € R.
Therefore f is strictly decreasing, hence injective.

Example 2.7. Let f : R — R be given by f(x) = 23. One meets this function in
precalculus and calculus mathematics, and one certainly expects it to be injective.
Unfortunately the criterion of Theorem 2.5 falls a bit short here: the derivative is
f'(z) = 322, which is always non-negative but is 0 at x = 0.

We will show “by hand” that f is indeed injective. Namely, let x1,z9 € R and
suppose x3 = x3. Then

0=a} — a5 = (x1 — x2) (2 + 2120 + 23).

Seeking a contradiction, we suppose that x1 # xo. Then x1 — x5 # 0, so we can
divide through by it, getting
3 o

T
0 =23+ z100 + 235 = (21 + ?2)2 + 102

Because each of the two terms in the sum is always non-negative, the only way the
sum can be zero is if

o 3
The second equality implies xo = 0, and plugging this into the first inequality gives
22 =0 and thus x1 = 0. So x1 = 0 = x2: contradiction.

We gave a proof of the injectivity of f : 2 + 23 to nail down the fact that Theorem
2.5 gives a sufficient but not necessary criterion for a differentiable function to be
injective. But we would really like to able to improve Theorem 2.5 so as to handle
this example via the methods of caclulus. For instance, let n be a positive integer.
Then we equally well believe that the function f : R — R by f(x) = 22"*! should
be injective. It is possible to show this using the above factorization method....but
it is real work to do so. The following criterion comes to the rescue to do this and
many other examples easily.

Theorem 2.8. Let f: R — R be a differentiable function.

a) Suppose that f'(x) > 0 for all z and that there is no a < b such that f'(x) =0
for all x € (a,b). Then f is strictly increasing (hence injective).

b) Suppose that f'(x) < 0 for all x and that there is no a < b such that f'(x) =0
for all x € (a,b). Then f is strictly decreasing (hence injective).

Proof. We prove part a); the proof of part b) is identical. Again we go by con-
trapositive: suppose that f is not strictly increasing, so that there exists a < b
such that f(a) < f(b). If f(a) < f(b), then applying the Mean Value Theorem, we
get a ¢ in between a and b such that f’(c) < 0, contradiction. So we may assume
that f(a) = f(b). Then, by exactly the same MVT argument, f'(z) > 0 for all x
implies that f is at least weakly increasing, i.e., 1 < zo = f(21) < f(z2). But
a weakly increasing function f with f(a) = f(b) must be constant on the entire
interval [a, b], hence f'(x) =0 for all x in (a,b), contradicting the hypothesis. O

Worked Exercise 2.1. We will show that for any n € Z*, the function f : R — R
given by x + 12"t is injective. Indeed we have f'(z) = (2n+1)z®", which is non-
negative for all x € R and is 0 only at x = 0. So Theorem 2.8a) applies to show
that f is strictly increasing, hence injective.
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2.3. Surjective functions. A function f : X — Y if its image f(X) is equal to
the codomain Y. More plainly, for all y € Y, there is € X such that f(z) =y.

In many ways surjectivity is the “dual property” to injectivity. For instance, it
can also be verified by a horizontal line test: a function f is surjective if and only
if each horizontal line y = ¢ intersects the graph of f in at least one point.

Worked Exercise 2.2. Let m and b be real numbers. Is f(x) = mx+b surjective?

Solution: It is surjective if and only if m # 0. First, if m = 0, then f(z) = b
is a constant function: it maps all of R to the single point b and therefore is at the
opposite extreme from being surjective. Conversely, if m # 0, write y = mx + b
and solve for x: x = %. Note that this argument also shows that if m # 0, f is
injective: given an arbitary y, we have solved for a unique value of x.

By the intermediate value theorem, if a continuous function f : R — R takes on
two values m < M, then it also takes on every value in between. In particular, if
a continuous function takes on arbitrarily large values and arbitrarily small values,
then it is surjective.

Theorem 2.9. Let ag,...,a, € R and suppose a, #0. Let P: R — R by

P(z) = ana" + ...+ a12 + ao.
Thus P is a polynomial of degree n. Then: P is surjective if and only if n is odd.
Proof. Suppose that n is odd. Then, if the leading term a,, is positive, then

xl;ngo P(x) = 400, zgl;noo P(z) = —o0,

whereas if the leading term a,, is negative, then

35, Ple) = —oo, I Pla) = oo,

so either way P takes on arbitarily large and small values. By the Intermediate

Value Theorem, its range must be all of R.
Now suppose n is even. Then if a,, is positive, we have

xl;ngo P(x) = IEIPOO P(z) = 4o0.

It follows that there exists a non-negative real number M such that if |x| > M,
P(z) > 0. On the other hand, since the restriction of P to [-M, M] is a continuous
function on a closed interval, it is bounded below: there exists a real number m
such that P(x) > m for all z € [-M, M]. Therefore P(x) > m for all z, so it is not
surjective. Similarly, if a,, is negative, we can show that P is bounded above so is
not surjective. (I

2.4. Bijective functions.

A function f: X — Y is bijective if it is both injective and surjective.

Exercise 2.3. Show: or any set X, the identity function 1x : X — X by 1x(x) =«
is bijective.

Exercise 2.4. Determine which of the functions introduced so far in this section
are bijective.
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A function is bijective iff for every y € Y, there exists a unique x € X such that

flz)=y.

The following result is easy but of the highest level of importance.

Theorem 2.10. For a function f: X — Y, the following are equivalent:

(i) f is bijective.

(ii) The inverse relation f=1:Y — X = {(f(x),x) | z € X} is itself a function.
Proof. Indeed, we need f to be surjective so that the domain of f~! is all of Y and
we need it to be injective so that each y in Y is associated to no more than one x
value. O

2.5. Composition of functions.

Probably the most important and general property of functions is that they can,
under the right circumstances, be composed.® For instance, in calculus, complicated
functions are built up out of simple functions by plugging one function into another,
e.g. Va2 + 1, or e % and the most important differentiation rule — the Chain Rule
— tells how to find the derivative of a composition of two functions in terms of the
derivatives of the original functions.

Let f: X — Y and g : Y — Z: that is, the codomain of f is equal to the
domain of g. Then we can define a new function go f : X — Z by:

z = g(f(x)).

Remark: Note that g o f means first perform f and then perform g. Thus function
composition proceeds from right to left, counterintuitively at first. There was a
time when this bothered mathematicians enough to suggest writing functions on
the right, i.e., (x)f rather than f(z). But that time is past.

Remark: The condition for composition can be somewhat relaxed: it is not neces-
sary for the domain of g to equal the codomain of f. What is precisely necessary
and sufficient is that for every x € X, f(x) lies in the domain of g, i.e.,

Range(f) € Codomain(g).

Example: The composition of functions is generally not commutative. In fact, if
go f is defined, f o g need not be defined at all. For instance, suppose f : R — R
is the function which takes every rational number to 1 and every irrational number
to 0 and g : {0,1} — {a, b} is the function 0 — b, 1 — a. Then go f : R — {a, b} is
defined: it takes every rational number to a and every irrational number to b. But
f o g makes no sense at all:

f(9(0)) = f(b) = 777
Remark: Those who have taken linear algebra will notice the analogy with the
multiplication of matrices: if A is an m X n matrix and B is an n X p matrix, then
the product AB is defined, an m x p matrix. But if m # p, the product BA is not
defined. (In fact this is more than an analogy, since an m x n matrix A can be
viewed as a linear transformation L4 : R™ — R™. Matrix multiplication is indeed

5This is a special case of the composition of relations described in §X.X, but since that was
optional material, we proceed without assuming any knowledge of that material.
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a special case of composition of functions.)

Even when go f and fog are both defined — e.g. when f,g: R — R, they need not
be equal. This is again familiar from precalculus mathematics. If f(r) = 2 and
g(x) =z +1, then

g(f(x)) = 2% + 1, whereas f(g(z)) = (z +1)* = 2? + 2z + 1.

On the other hand, function composition is always associative: if f : X — Y,
g:Y — Z and h: Z — W are functions, then we have

(hog)of=ho(gof)
Indeed the proof is trivial, since both sides map x € X to h(g(f(z)).°

Exercise: Let f: X — Y.
a) Show that foly = f.
b) Show that 1y o f = f.

2.6. Basic facts about injectivity, surjectivity and composition.

Here we establish a small number of very important facts about how injectivity,
surjectivity and bijectivity behave with respect to function composition. First:

Theorem 2.11. Let f: X =Y and g: Y — Z be two functions.

a) If f and g are injective, then so is go f.

b) If f and g are surjective, then so is go f.

¢) If f and g are bijective, then so is go f.

Proof. a) We must show that for all z1, z2 € X, if g(f(z1)) = g(f(z2)), then
r1 = x2. But put y; = f(21) and yo = f(x2). Then g(y1) = g(y2). Since g is
assumed to be injective, this implies f(z1) = y1 = y2 = f(x2). Since f is also
assumed to be injective, this implies 1 = xs.

b) We must show that for all z € Z, there exists at least one x in X such that
g(f(z)) = 2. Since g : Y — Z is surjective, there exists y € Y such that g(y) = z.
Since f : X — Y is surjective, there exists x € X such that f(x) = y. Then
g(f(x)) = g(y) = 2.

c¢) Finally, if f and g are bijective, then f and g are both injective, so by part a)
g o f is injective. Similarly, f and g are both surjective, so by part b) go f is
surjective. Thus g o f is injective and surjective, i.e., bijective, qed. O

Now we wish to explore the other direction: suppose we know that go f is injective,
surjective or bijective? What can we conclude about the “factor” functions f and g7

The following example shows that we need to be careful.

Example: Let X = Z = {0}, let Y = R. Define f : X — Y be f(0) = 7 (or
your favorite real number; it would not change the outcome), and let f be the con-
stant function which takes every real number y to 0: note that this is the unique
function from R to {0}. We compute go f: g(f(0)) = g(m) = 0. Thus go f is the
identity function on X: in particular it is bijective. However, both f and g are far

6As above, this provides a conceptual reason behind the associativity of matrix multiplication.
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from being bijective: the range of f is only a single point {7}, so f is not surjective,
whereas g maps every real number to 0, so is not injective.

On the other hand, something is true: namely the “inside function” f is injec-
tive, and the outside function g is surjective. This is in fact a general phenomenon.

Theorem 2.12. (Green and Brown Fact) Let f : X — Y and g :' Y — Z be
functions.

a) If go f is injective, then f is injective.

b) If go f is surjecitve, then g is surjective.

¢) If go f is bijective, then f is injective and g is surjective.

Proof. a) We proceed by contraposition: suppose that f is not injective: then there
exist 21 # zo in X such that f(z1) = f(z2). But then g(f(z1)) = g(f(z2)), so
that the distinct points z7 and x5 become equal under g o f: that is, g o f is not
injective.

b) Again by contraposition: suppose that g is not surjective: then there exists
z € Z such that for no y in Y do we have z = g(y). But then we certainly cannot
have an z € X such that z = g(f(x)), because if so taking y = f(x) shows that z
is in the range of g, contradiction.

¢) If go f is bijective, it is injective and surjective, so we apply parts a) and b). O

Remark: The name of Theorem 2.12 comes from the Spring 2009 version of Math
3200, when I presented this result using green and brown chalk, decided it was
important enough to have a name, and was completely lacking in inspiration.

2.7. Inverse Functions.

Finally we come to the last piece of the puzzle: let f : X — Y be a function.
We know that the inverse relation f~! is a function if and only if f is injective and
surjective. But there is another (very important) necessary and sufficient condition
for invertibility in terms of function composition. Before stating it, recall that for
a set X, the identity function 1y is the function from X to X such that 1x(z) ==z
for all x € X. (Similarly 1y (y) =y forally € Y.)

We say that a function g : ¥ — X is the inverse function to f : X — Y if
both of the following hold:

(IF1) go f =1x: e, forall x € X, g(f(z)) = .
(IF2) fog=1y:ie, forally €Y, f(g(y)) =v.

In other words, g is the inverse function to f if applying one function and then
the other — in either order! — brings us back where we started.

The point here is that ¢ is supposed to be related to f~!, the inverse relation.
Here is the precise result:

Theorem 2.13. Let f: X — Y.

a) The following are equivalent:

(i) f is bijective.

(ii) The inverse relation f~1:Y — X is a function.
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(i4i) f has an inverse function g.
b) When the equivalent conditions of part a) hold, then the inverse function g is
uniquely determined: it is the function f~1.

Proof. a) We already know the equivalence of (i) and (ii): this is Theorem 2.10
above.

(i) = (iii): Assume (ii), i.e., that the inverse relation f~! is a function. We
claim that it is then the inverse function to f in the sense that f~'o f = 1x and
fof ' =1y. We just do it: for x € X, f~1(f(x)) is the unique element of X
which gets mapped under f to f(z): since z is such an element and the uniqueness
is assumed, we must have f~1(f(z)) = z. Similarly, for y € Y, f~1(y) is the unique
element z of X such that f(z) =y, so f(f~1(y)) = f(z) = y.

(ili) = (i): We have go f = 1x, and the identity function is bijective. By
the Green and Brown Fact, this implies that f is injective. Similarly, we have
f og = 1y is bijective, so by the Green and Brown Fact, this implies that f is
surjective. Therefore f is bijective.”

b) Suppose that we have any function g : ¥ — X such that go f = 1x and
fog = 1y. By the proof of part a), we know that f is bijective and thus the inverse
relation f~! is a function such that f o f =1x, fo f~' =1y. Thus

g=goly=go(fof )y=(goflof"=1lxof ' =f""
O

In summary, for a function f, being bijective, having the inverse relation (obtained
by “reversing all the arrows”) be a function, and having another function g which
undoes f by composition in either order, are all equivalent.

A very similar argument shows that g is bijective as well.
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1.4V
. . s
Since the PCNF of a contradiction contains all the :

. m
while its PDNF has none of the minterms, the PCNF of g Wﬁmﬁ
. Ri

by ivg,
S PVQAPV-QA(=PVQ)A(-PV -Q)

—

« Example: 5 »

We nrﬂ nolc that
PoQe (PAQ)V(-PA-Q)
The PCNF is obtained as follows :
“(PVQ e (PrQ)
& (~(PVQAPAQ) Y (~~(P v Q) A ~(P A Q)
S (FPA=Q)A(PAQ) Y {PV Q)1 (=P V=-Q)
& (PA-PAQA=Q)) v (P Q) (-P v -0Q)
< (FAF)Y({(PvQjr (=P /-Q))
© FVUPVQ)r (P /-0Q))
< (PVQ)A(=P /-0
The PDNF is obtained as follyws -
"PVQ e (PrQ)
< PVQA(=PY -Q)
S (PVYQA-Pyv(PvQ) -0
S (PA-P)v(Qa “P)VAPA-Q) v () 1 -0)
=1 v<AO>J3 V(P A ~Q) vV F
= 5>J3<%>JQ
= CPAQV (P A-g

RUNITY,

»ROPOSITIONAL CALCULUS

Alternately, the PDNF ¢, be obta;
denote (PVQ) e (P A Q). The PCNE of =g : Ollows - Let §
=S is

S o Amv/\JOv)AJﬁ/\O..
and hence
S & -8
< 2PV-Qa(-py g
< "PV-QVa(-pyg

< CPAQV(PA-Q)

W Example : 6 »

Find the PCNF and PDNF of
S (—P ,\J@ JquAJvJ@

We know that
PoQ o %>Q<Tw>JQ
Therefore
P -0 o (PA-Q) V(-PAQ)
The PDNF is obtained as follows:
(—P v Q) > (P~ -Q)
S (=P V-Q) V(P o Q)
@ 5 (=P V-Q)V((PA-QV(-PAQ)

@ PAQVIPA-Q)V(-PAQ)

(* The remaining minterns in 2 variables)

UNIT1 R
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(—P Vv QVR)A (P VOV —R)

Scanned by CamScanner

&au.VllI\. =,



Prodecale E@I £9 1 My, X MG bk wen  My.N and My.Z. -

’ e Tois  ton be  pywbolizd 0 Soy,3).
2 /www ) WY p-plaw  predeae | |

L Sapde ?“%Bh (capitad Jektuuy). 4 o o L nawe of obfedi  wwounted with
Z%sé%%.& ke abwe  plalzewek Can ho writhn b predicz Moo 46 L known 0 L-blae ‘predialz -

0 W T& . | | & Oven  ond Mildon 1?%% rﬁ..n»mn .Pm&_sw._ Johrson
> I ‘ | ol Aviha, ,
emMBwﬂo . Thiy tan he um 350\?\‘@&, &y P Q;sa\ ,_. 4)
V \- plate _z.&,r@& 2 n-poe Hué?.n&m\ :

3 N VR V) @:f one ,39:5@ or%or\ anoafed, wihy 4n ngpp an n-pat w«&n@&@ 2 P?&u@? .
o ?p?Sﬁ Won it {4 known E, _V?B 3&.&9&

_ Joquibing  n naves obledi whoe nd>o.9%tx
.J" Pa viYaha V) .,Zny: qq Qx %

v : . 0 donoted. by - _u?:p.f On) whoe A, --An el
. This Con o b&\.ﬂrcp»\um% . b& AN:uu 50.3,.& @w Ov.mbﬁﬁ P&oRPg ..E.f) Téer.npmk L Py a
552Fle pYadicls . prodtets

& Moo ow 2 e c& ox&m amotatid, wtha & Stlowent  Fundion.

»?bw“ﬂﬁ Wen it S knoon & uv_os pdiafs A Atmple  podomedt %s%oé 9 om vauabl &
5 Renba  Jy phovip, _
5 Tt Y Y Moan Ze&&p %*:&‘ ¥ ke an .bfbetas g;ﬁ@ e» w@%ﬁﬁ

Ayololegd o m?g ) whoe Syepandi dywbol ol tndividuad vaniable.,

uhc.g v, v o
;‘iﬁr B Modtr Voan d Yy o PYesnls _\v:r%% B Mbo ¢ % o wockal
foba A :éabc . _.

dv % - 1?8 _VE%BH b Av1? . MBawm) = Sam 4 moybal 3%495@ A Mulmenk
oﬂ )
m g@ My 3 hawey & OJ h& : ESOP\DE with a v g&xw % QHO_) A GTWPH& F& hg—vwaa% ong,

)
. Preds cale xés v Aowon oy M\v\?ﬁ Wa%m&w N move  Ample  atatswenk Yoo cliond  ua g xbm&_\p G:EW:W‘

Scanned by CamScanner



m vl Mbt 2% B QSMMP
} HOo e B WER
be Yhe bﬁ_B_V_,P Ao meok %‘%%Hoa~ g
e e fan Ao (ompound.  Mulsmen Jos o,
MY ABGY
¥ MPY VA
# M) —2HbY
* “TH0

X M) <= TH0wW,
) Untwomak Buaniifon
g p
The wnnvonsal gkp%%e, 4
Atloing phvag,
Omi adl %
) for  Qudy o
W) For Mw: o, " |
V) EBach I,Sy Mt Auth Moak
&.. ﬁm/;y& QB.V.PP A uSmw.h
The  pewens  Gan ke e -wyiton os
Z.ﬂ\OJ\ ol M, m‘vg\ v an Q_u_ubu\ f.ES Qﬂ«b%ﬁ%\x.
U@Y%\ AbO o @ oan opple.

pavdect? o guch of b

Called  Hae wrovos]
pacdon. 8 darolid by e kel (o) ov o

g Rl 2 L e
Gl o ot T o ot
hd)@ m\v by —> ANGDV.

% Excttntal  Quarkfeen -
The &E:&g &9 “rome
)tpéér 9% u denotd
Dutenlml.  quantksr &
/”otccu%m phiayey
. t) For somex
) Adome % Auch o .
i) Thow oty an x  Much ook
W) Thee t4 o #Eg |
V) Thoe tn ofdoast

e Ay, (34597 T
Ypivelork 15 pach & Ve

oo ¢ Auch that-

R :%
«‘@, ome wen ang mobés.\

Tha  ax k -
_34«_5 | &wsﬁs (oo bo  youovithen ay i
@ b an % puch :\,&n.x 4 a man and % el
b%:p MY & 5 ea wan. : Lo

ko Cto ¢ % & chvm. .

@ Can ._up Smw‘«b%%ﬂr in @&3??.\ *33&
[(Zo0) (Mby A cto)

gn Syl ’
and — A 9 oo o SRt
oY - onky () (¢ e
Net | o& o f “ m»t \.\\\.

N

4 @l e oxntoky )

d by CamScanner

[<B]
c
c

Sca



Problomy | | 10) Fro  omd boumd  Vanebloes. ‘ qs
D Lk MO ¢ % & amammal parids _ ) The vovable 5 40l B be  boud bowed 1} b4 S
@ WD r o B wohyn K&m& ) , toneed  with  athen géspv T?C & S&ﬁ%%wuma
Thanslole n%%«;&ﬁ Eioy a3 oo (3 quantaho 5
Woodeds - . v &) The ,W(hwu,w\( o Voo éﬁpaﬁ%ﬁ 0 W QQBF’Z. 9
sy T ghven Aoofomoek " m%& wavama B uom .,zé%pﬁeu »&OEQ He eﬁ:&g 5
i " WY The vosteo bl which B nokt 9:6(:& wtthy £
) tay, Jeswlzd. oy . oy prp:ﬁ? wooald hee Vol
Foy alb o ﬂw.x (A 6 ‘mavnmal, Huon MU wam Eo&h% ?\\-@.\%E i '
. 9% &3(&.& &33 N o P Lok POO x =5> bhe W Mt
B0 [(Mb0) ~— Zc& S U Mo wvowe o duoume B W retei %%&
; u - whak e e buth walug of %) P(-)
D) A Glby) ot @ tlln §§M 3 b) (Ah0 Plaw).
“ansloke Yo Q&OE,@ ko MSS&F . . m% (niven, P % =nt = .
For o_zMw x ond any Y. tw oy bl ?Em?: Untvoe o) dostown =8 R, 0,49, ]
{ ) _.GW biw W ake u A talla Vhan o | & P 2 - = (> g
(3% (ive Glm,y) @ 2 i tllo Fon i ? =
V ven | ) ) . b o ; S Tywh value of PO _.ﬁp_%.
#u 9 nm\:«u Y rv when =2,

P(2) : 2 Fh.

chafpivons 2 S Tk valae o (W) PLO A Jabe.s

- T ,wuz,ocfn Joven o) b given
() [¥Y) (600w) —> T65,%9).



| .‘mrs g .\mv Q%S @;3 . & m@\_ beva. mzbs wé?é Y] _vaw.m; Q=R 4p m
Yraghdion Rda g Injpence . (oodston & R. 2
Rule . be intxoduad  atanypocik ‘ \ P S
W -, H. npA qué s .wsgw&“@%gp m_w v Pz B xr_b . . 2
) Vo (e %43&9 8 iy be  bveduwd &qs@ Mpw D p Rule P m
wo,.aq " a @.a:.émoa 4 § s .«?«%&ﬁ ¢1,2) [»Q Rl T [P, PR =Q) 8
_31@%4 ru Any  bre oY vrore @w:s _&B&G
PR b I D B e e ~
m@g Ruly ¢ Deny DR Rude T (P, P>8 = Q)
Do r, P8 =8 (medis phomyy ©v
b 18, P—>§ =27P (woduws w%bsb ' 2V h P8 Rude. P
- e 2% |2 B =R Rule P
. av W Pve: S, Qé,::w&h ugbomaé ! M_WW > P—>R . Rule T (P—8,8-~R 2 P>R)
) | .\vmb&m.uv P>R ?Nﬁ%%um Mg er | “ea o fule P _
% Ba 3rma e s 9 A (e
) : : , J
W PAE e | Lo Thoy of Spwe  Jor prediate Claduy
5 P& D PVE , Ruly
L) PA 18 & (P> Q) i ,wg_v
. 2 Rule T

Problim |
O .(@\M\%sfpﬁ Mok R oo wvdd h%%w Jrom 2 Univoal 98@»5(%8 s (V&)

e ?&3&@ P8, §—>R wndF. Z% 2 (¥ ALY



v " £ tuntal %@9?5 : (E&) i .- musa bolzc &9\3 g K _mw(hs asgurent g
_ AlYYD [T B (o0 (Lo —>D0) (3>) (L) = (Ix) (DoY)
) Uniypusad @_VELWWPNS s (vs) \ m& (o (30 L) ; Rule. P
BF) Ao = AlY) | f 5L | | e ES €9
9 Botdid freakge Sprofalzon : (89 A Sa) DA (Lo =D Rule © |
- (3 Ao =24y , 3 | Ly =Dy gew S
o
iy v bty Sy oy, | 07 Sy
Loy are %V&?E ansonals . Thse  asg leony oy mr& (30 (o) Rt .m.m ;
(he mrsswt_o& antmals. . , Hene Yoo angurvenk K valid .-
w. Lok LGO s % 3 o lion RS %Wv Show Wuk (9 (reo —MeO) A HE) M
Dby xis «a %S%?\or& 5{39@} < |
The  gven  ongqurent  can he  youmkid o | 3G {9 (¥ (B0 > Moy) | Rube P
R A P igm%..gsi WD hley S Rula VS
AMM ?fpwp Yos  woplies  tak e we donguous ORI Rule, P
™M =
Pom W Jn - problon LWo  have e ) Z@. | mﬂ(’pnmvz“uvmﬁ

Peewars o () (L6 — 20) ,  (Fn) mrc& .935“
Cooclusien 1 ENHIESN

—
<)

Scanned by CamScann



) o Show b (30 (o > QEDABROBEOSREY B e an  Ogunnk e yill stk Y
® 2 (g (o —RbY) @) wdedy ke Jollowry e -
Sob- . | : AL tlagpn O valond o Soimg
2 %0 y (0 Gglwgé Rule P ~§ . | pOuMS g4 D, ﬂsﬁﬁp | Aome, Yazonad
a5 ﬂvi,t — Qly) Rube, US é Do powan gl 2.
ot i
et 3 (0 (0= R00) | Rude P y Tl PBO f % B oan trkagon.
| . . RGO % {5 o vofional ggrg
Mw@ . v Bl = RLW Rude V¢ | SGO = ot 1 O.powen g .
Shay B P - R a%,n q.w_www@; Ten gien  twwene  padfun
1,3} &) W [P0 —R00) | Rl LG, B0 [P0 — Rey)
iy o Vo (39 (PeNE) 3 () Play 4 (ot (30 (po A goo)
m‘\\v th_ = ﬁw@ m RO A w?&p
. )T A § (x P
X8 . D (P ABPY) Wmcw m ) B0 (P —>R0g | Rule P
G PP AR R Pl = Ry Rule. U3
0y B P(y) ke H:A P82 33D (EFw (e AS ) Rule P
S P &Y Rube T (PNE 285y {3 | 263&2& Ruk VS
M@ .u.v m\m_.x,v Pl Rude B6 (2 Nw\w Wv Ply) RudeT NT\E%“VL
09 @9 e fude 6 ¢ o or | o
\ T (FP>8=F
8 1) (30060 A (30800 | BT (pgspad) KO3 [F AW e
.10 7 s 3UF |z oo ASD9) Ruke ES .

Scanned by CamScanner



D) Chow Ve (20 M09 Jollows  dogeeally froen Yo

() (H69 —M6Y)  wod [(Fx) HEO,

Vﬂ pYene
vv.m@ |5 (30 (860 — M6)) | e P |
[ hep > MY Ruke T
@ P (30 Hiw e P |
33 W Bly) Rude ES
SLRY 1D My Pule T x? ro058)
81,3} (8 (@0 Miw e ﬂr@c .

Can  be 2t
weknod o pYoof,

)

A

ZB\.:& @w 8%@%%05

> Sh Mok
\v,oy 0w ok

~

ccxs&:% tndieck i&s&,

Kt

Te %x? @&@%S V“EQ,M \,%ﬁ Eogﬁ%spg;

dikeck  yrinthod indteck

oY

drdds mgkncd. ¢ ?o&,

S

520 [P0V Y §00) Sy PV
(920 QM)

w2kihod 3 conkya vob«q<p.

—

S Moo 40 Mikaed 5) Gobrodsefion N
apuve T Peo V(ER) Q) o an addetonad
ﬁbéﬁ.
SNy (D0 P00 V(30 800 | P Pramurad, PYRNUALA.
YR (30100 A (071860 | Rude T (Demovgant bﬁbu
7 (Pve) & T7PATYR
30 p (3 11 Pey Rule T (PAGD) (o)
2D W (¥ 79 Rde T (PAELDAQ) (2
12 qPy) Rule ES (2
%516 16.1Y) Rule US (4
b D TP A8 Rube T (P& 2 PAR)SE
W 1w v g ly) Rde T (Beroorgand b
20| (g (Plr) Val0) Rule P
9D W Ply) VL) Rude. US
S,07 | TPLwd N QL] ReT (8 2PAQ)
A 1Pl valw) (8te) ”
Ty B a ? value . E%P by é»s&a%, ‘
oamadidfon  we have.

P

(Ba) (POO VRDY)

2 (WY Pbu v (F0) Q09

|

)
H

Scanned by CamScanner



Mﬂ_l'hdi'ﬁ, b Hﬂkhﬁi j ﬂmprﬁw (_P")LQ moams T7(Q _5—-;{:’:{ iy

N
LYY :‘-‘jve) |

s (D V[0 Peo V(E) 8T | pmumed premas

¢y B (@301r0 A BY IO | Rue T (Pemoxganklug
’ S, [P (3 TPty - Rude TLPA'aéP)CQ)

D W ()80 Rule T (Phe ) 1

o [P Py Rule BS  (5)

i1 18lY Rude VS (20

) '9"1%3) AT1GLY) Rule T (B & :)(5;?)/\%)

B (et valy) Rude T (Pemovgardhs

S1y Y (30 T (PLO Vv E 1) Rule BG

3
2 l\o)ﬂKV%)LP(%) \l'&(“@ | Rude T Coﬁpba 1)

hone W o |
)Pl V(30 Q05] 277 [Mby el V §06d]
\)‘3 He  uWod e} Conkﬁapoa«'mue"we%we,

79 [P0 vaes) 2 o0 pro v (3%) 6069 y

/

LT T PO
Scanned by CamScanner



Unit -3 Propostional calculus
Questions
The equivalent statement for P and not P
The implications of P
The implications of P and Q is

P or P "equivalent to" P is called as

If P then Q is "equivalent to"

A statement which has true as the truth value for all
the assignments is called

A statement which has false as the truth value for all
the assignments is called

If P has T and Q has F as their truth value, then P or
Q has ----- as truth value

A biconditional statement P if and only if Qis "
equivalentto "

A biconditional statement notP if and only if Qis "
equivalentto "

In the statement If P then Q the antecedent is

In the statement If P then Q the consequent is

Out of the following which is the well formed
formula

Elementary products are

Elementary sum are

pcnf contains

pdnf contains

P "exclusive or" Q is the negation of

The other name of tautology is

idempoten
t

notPorQ

contradicti
on

contradicti
on

T

(Not P or
Q) and
(notQor

P)
(Not P or

Q) and
(notQor
P)

2}

P

Pand Q

P and not P

product of
maxterms

product of
maxterms

if P then Q

identically
true

OPT 2

T
not P

Q
associati

ve
not P

and Q

tautolog
y

tautolog
y

(Not P
orQ)or
(not Q

orP)
(Not P

orQ)or
(notQ
orP)

(PorQ

Not Q

sum of
max

terms
sum of

max
terms

if Q then
P

identicall
y false

OPT3

Fand T
PorQ
PorQ

closure

Pand Q
either

tautology
or
contradicti

on
either

tautology
or
contradicti
on

(PorQ)
and (not Q
orP)

(PorQ)
and (not Q
orP)

notP

notP

if P then Q)
P andQ
PorQ
sum of
minterms
sum of
minterms
Pif and
only if Q

universally
false

OPT 4

none
Pand Q
not P

identity

PorQ

implicatio
n

implicatio
n
implicatio
n

(Not P or
Q) and (
QorP)

(Not P or
Q) and (
QorP)
not Q
not Q

if (if P
then Q)
then Q)

not P
notPorP

product
of min

terms
product

of min
terms

Qif and
onlyif P

false

ANSWER
S

F

PorQ

P
idempot
ent

not P or

Q

tautolog
y

contradi
ction

T
(Not P

orQ)
and
(notQ

orP)
(Por

Q) and
(notQ
orP)
2}

Q

Pand Q
all of
these
all of

these
product

of
maxter

ms
sum of

minter
ms

Pif and
only if Q

identical
ly true



The other name of contradiction is

The converse of "if P then Q" is

The contra positive of "if P then Q" is

The inverse of "if P then Q" is

A statement A is said to tautologically imply a
statement B if and only if " if Athen B "is a
Pand (PorQ)is

For two variables the number of possible
assignment of truth values is

The substitution instance of a tautology is a

Equivalence is a ----- relation
A statement "A" is said to imply another statement
"B" if ---- is a tautology

The other name for pcnfis

The other name for pdnfis

In the statement "The cricket ball is white", the
predicate is

In the statement "Every mammal is warm blooded",
the predicate is

In the statement "Every mammal is warm blooded",
the object is

Use quantifiers to say that V3 is not a rational
number

identically identicall
true y false

"if not P
"If Qthen then not
p" Q"

"if not P
"If Qthen then not
p" Q"

"if not P
"If Qthen then not
p" Q"

contradi
tautology ction
P Q

2 2™n

contradi
tautology ction

symmetr
reflexive ic

if B then
if AthenB A

sum of

product of products
sums

canonical canonica
form | form

sum of
product of products
sums
canonical canonica

form | form
white ball
warm

blooded mammal
warm
blooded mammal

negation (there
(there exists x
existsxa a
rational rational

number)(x number)
A2=3) (x12=3)

universally
true true

"if not Q all of
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1. INTRODUCTION

The predicate calculus is an extension of the propositional calculus that includes the
notion of quantification. Instead of dealing only with statements, which have a definite
truth-value, we deal with the more general notion of predicates, which are assertions in
which wvariables appear. These variables are presented as “ranging” over some given sets,
and quantification is a process that applies to these variables. Statements are here viewed as
special predicates in which there are either no variables at all or in which all variables have
been quantified. All of the operations of the propositional calculus extend to predicates
virtually without change. What needs to be understood, however, is how these operations
interact with quantification

We shall begin by giving a few simple examples of variables and quantification and then
turn to describing what we mean by these in general.

2. SOME EXAMPLES

Variables occur in all parts of mathematics, starting with basic algebra, set theory, number
theory, and calculus.

For example, the concept of a polynomial includes the notion of a variable. When we
write 23 4+ 172 + 10, we think of 2 as a variable ranging over some set of numbers, say the
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real numbers. The polynomial itself is a recipe for performing certain algebraic operations
on the variable .

In set theory, we often consider two sets S and T and then, in some manner, define a
function f : S — T. We denote the function values by f(s), where s denotes a variable
ranging over S. Sometimes, we may wish to write t = f(s) and call s the independent
variable and t the dependent variable.

In calculus, we frequently do what the preceding paragraph just described. The notion of
a variable is particularly well-suited to calculus, since it studies the relative rates of different
variables, integration with respect to a variable, etc.

In these areas, we often make statements in which we refer to a certain set of values that
the variable ranges over. For example, we may say that the polynomial expression z2 + 1
assumes positive values for all values of the real variable x. Or we may say that cos?(z) < 1
for all real x. Alternatively, we may wish to say that a certain equation has a solution, as
when we say “The polynomial equation 23 + 172 + 10 = 0 has a real root.” This may be
expressed as “There exists an x such that 23 + 17z + 10 = 0,” provided it is understood
that = ranges over the real numbers.

These two ways of qualifying the range of values that the variable is permitted to attain—
namely, for all and there exists — are known as quantification: the first is so-called universal
quantification, the second existential quantification.

We now make some of these ideas more precise.

3. GENERAL ELEMENTS OF SETS.

We shall assume the ideas from set theory described in the earlier chapter Set Theory.

No matter how a set S is defined or presented, there is a notion of a general element of
S. This is conceived as an object about which we know nothing other than it belongs to
S. It has all of the properties needed to qualify as a member of S but nothing further. Put
another way, a general element of S has exactly those properties shared by all elements of
S.

For example, if S is the set of all positive reals, then all we know about a general element
of S is that it is real and > 0. So, 3,v/2, and 7 are positive reals, but they are not general
elements of S because we know more about them than that they are real and > 0.

Clearly the notion of a general element of a set S is an abstract concept, since any concrete
instance of an element in S has something particular about it which is what enables us to
single it out. The whole point of the concept is to enable us to reason conveniently about
an element of S' qua element of S, without inadvertently introducing additional restrictive
identifiers.

Sometimes mathematicians use the term arbitrary element, as a synonym for general
element. For example, we may say “Let x be an arbitrary element of the set S.” It is a
common error for students to misunderstand this term and to then select a specific element
of S rather than to attend to a general one.

Exercise 1. (a) How would you describe a general element of the set of lower-case alpha-
betic characters {a, b, c,d}?
(b) Is b a general element of the set {b}?

4. VARIABLES AND CONSTANTS

The notion of a wvariable in logic or in mathematics is a linguistic construct. A wvariable
ranging over a set S is a symbol that represents a general element of S. Sometimes we
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want to consider several variables ranging over S (or over various sets), and for this we
use separate symbols for each. You are free to use whatever symbols you like for variables,
provided your usage is consistent, both within itself and with respect to other sources you
may be referencing. It is common to use lower case letters near the end of the alphabet for
variables—such as r, s,t, u, v, w, x,y, z—but this is not mandatory. When many variables
are used, their symbols often contain subscripts, as in z1, x3, 3, Y1, y2, etc.

The notion of a constant in S is closely analogous to that of a variable. It is also a
linguistic construct. But in this case it is a symbol used to represent a particular element of
S, which is assumed to be held fixed for the duration of the discussion about S, or for part
of the discussion. Often letters from the early part of the alphabet are used for constants,
such as a, b, k, B, C, etc., but again this is not mandatory.

Sometimes notation for some constant spreads from one practitioner to another and
attains wide currency, even universal acceptance. This occurs when the mathematics in
question is especially important and/or the originators of the usage are very influential. In
this way, symbols such as “0”, “17, “27, “x”, “e”, etc., have come to represent constants
whose meaning is (nearly) universally understood.

5. EXPRESSIONS

Variables and constants generally appear in larger linguistic constructs, the precise nature
of which depends on the mathematical system that is being considered. Usually, such a
system involves elements in one or more sets, various relations among the elements of the
sets, operations on the elements of the sets, and possibly also various kinds of functions
relevant to the system. Some particular elements, functions, operations, or relations may
be singled out and denoted by special symbols, whereas others remain general. As we have
discussed in Set Theory, it is important to assume that all of the sets considered in the
mathematical system are subsets of some universal set U.

Given a system with such elementary ingredients, we select symbols for representing
elements, functions and operations (leaving relational symbols until later) and combine
these symbols according to certain formation rules to obtain more and more complex strings
of symbols that represent more complex objects of the system. Such well-formed strings
are called expressions.

For an example of this, if one is studying integer arithmetic, one would consider the
operations +, —, and x, as well as, perhaps, the related operations of raising to the n‘*
power, for non-negative integers n. One would also want to consider the usual constants
0,£1,4£2,... etc., as mentioned above. Thus, one would expect expressions like x+y, 7Tx+1,
322 — 4z + 2, 2™ — y", (21 + 22 + 23)(21 — 22 + 23), etc. Usually, parentheses are included
among the allowed symbols in order to make the formation rule clear.

Exercise 2.  Which of the following concatenations of symbols are valid expressions in
integer arithmetic? (The concatenation does not include blanks or semicolons.) (a)l ; (b)
(D) + 1) 5 (0) 14+ x2; (d)zy/a;

If one is dealing with real numbers, then one would want to include all the expressions
of integer arithmetic (now extended to refer to real numbers) as well as allowing division
and using function expressions. Thus, expressions such as 1/z, \/x2 + y2, ye®, In(1 + ),
sin(zyz), would be adjoined to the previous list.

It is also useful to allow expressions that involve no variables, that is, involving only
constants and operations and functions applied to these. Thus, for example, the constants
0,1,v?2 are expressions, as are 1 + 1, or €2, or 27 + 3.



Fach system has its own ingredients and rules of formation, but the general scheme of
building complex expressions from simple pieces is common to all of these. All of this
is defined precisely and in complete generality in a course in mathematical logic. We do
not do this here, relying instead on the knowledge we have already gained from years of
experience in working with mathematical expressions and with an informal understanding
of the concept.

6. PREDICATES

A predicate P in a mathematical system is a declarative assertion involving a finite number
of expressions and relations in the system. If no logical operations appear in the predicate,
i.e., it contains only expressions and relations, we may say that P is a simple predicate
or an atomic predicate. Just as in the case of statements in propositional calculus, more
complex predicates are constructed by applying logical operations to simpler ones, starting
with atomic predicates.

The variables in the expressions are drawn from a finite list, say x1, za, ..., z,, S0 we may
write P = P(x1,x9,...,2,) to emphasize the role of the variables. Not every expression
contained in P need make use of every variable. We assume that x1,zo,...,x, range over

various sets: x; ranges over the set S;. It could be that all of the S; are equal to one given
set S, or it could be that some or all of them are distinct from the others. This depends
on the mathematical system we are considering and on the predicate P. We sometimes say
that P is a predicate over Si,S9,...,5.

For example, in the theory of real numbers, we have simple predicates such as e* >
0, 22 +y? =1, sin (z + y) = sinz cosy + coszsiny, and so on. In number theory, we have
predicates such as m|n, £ +m = n( mod 17), m > n, and so on. In the first example, x
and y are real variables, e” sinx, cosy, etc. are well-known functions, and the relations are
> and =. In the second example, ¢, m, n are variables and |, = ( mod 17), and > are
relations.

It is assumed that a predicate P is a meaningful assertion when each variable xz; is
interpreted as a general element of set S;, i = 1,2, ..., etc. For example, 22 +2x —3 = 0
defines a predicate P(x) over the real numbers. Note that it asserts something: namely,
that the square of a real number plus twice that number minus 3 equals 0. However, it is
not a statement, because its truth or falsity depends on the particular value of x.

The variables appearing in a predicate are of two kinds: those that have been quantified
and those that have not. We describe quantification later. For now, we note only that
quantified variables are often called bound variables, whereas unquantified ones are called
free variables.

7. LOGICAL OPERATIONS AND PREDICATES

The logical operations of propositional calculus—negation, conjunction, disjunction, im-
plication, identity, together with their iterations—can be applied to predicates just as they
are to statements. Thus, for example, let P = P(x1,x9,...,2x) and Q = Q(y1,y2,---,Ye)
be predicates. We allow the possibility that some of the y;’s equal some of the z;’s. Then
we can form new predicates

=P, PNQ, PVQ, P=Q, P
involving the variables
{z1, - mey U, i)
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As stated in §6, these predicates are to be understood as declarative assertions about general
elements of the sets over which the variables range. Note that these logical operations do
not reduce the number of variables.

8. SPECIALIZATION

Because predicates generally have variables, they allow logical operations that are not
available to us in the case of statements. (More precisely, they are trivial in the case of
statements.) The simplest such operation is that of specialization of a variable.

To describe this precisely, we begin with the idea of specializing a variable in an expres-
sion. Suppose that F is an expression in which the variable x appears, x ranging over the
set S. We may then write E(z) to emphasize the appearance of z in E (although other
unexhibited variables may also appear in F). We shall say that x is specialized to a value
a in FE if every occurrence of x in E is replaced by the same symbol a, which represents
a particular element S. (Note that it is important that this symbol not also be used in a
different role in the expression!) A slightly different but similar locution is sometimes used
for the same thing: namely, we may say that E s specialized at © = a.

If = is specialized to a in E, we may then denote the specialized expression by E(a). If
E is, indeed, an expression involving x and other variables y, z, . . ., then E(a) is simply an
expression involving v, z, .. ., but no longer involving x. If F involves only x at the outset,
then F(a) is an expression involving no variables, i.e., it represents a specific element of S
or of some other set considered in the system.

For example, suppose S is the set Z of integers and E = E(x) is the expression y—x2 —2x.
Then E(1) = y — 3. For another example, suppose S is the set of natural numbers N =
{1,2,3,...}, T is the set of positive reals, and E(z) = e~*, where x ranges over N. Then,
E(3)=e3=(1/e)® € T. And so on.

Often this process is described as evaluating E(x) at = = a.

Of course, we may specialize more than one variable at a time, as long as we take care to
substitute each occurrence of the variables by the specific elements to which they are being
specialized. The elements may or may not be distinct from each other, as the case may
dictate.

For example, when E = y — 22 — 2z, as above, we may write E as F(x,y) and then
specialize to E(—2,0) =0 or to E(1,1) = —2, etc.

If E involves exactly n variables, say x1, x2, ..., Zy, then it may be convenient to exhibit
all of these in our notation, and we write £ = E(x1,22,...,2Zp)-

We now consider a predicate P in which a free variable z appears. That is, x appears as
an unquantified variable in one or more expressions that appear in P. We may write P(z)
to focus attention on xz. Let a be a particular element of the set S over which x ranges.
We say that x is specialized to a in P if z is specialized to a in every expression in P that
contains x. (Sometimes, instead, we may say that P is specialized at x = a.) We may write
the result as P(a).

This is now a predicate in which x no longer appears: it is a predicate in one fewer free
variable, and we often say that the variable has been eliminated. If all the free variables in
a predicate get eliminated, then, as we shall see, the result is a statement, with a definite
truth-value.

This process may clearly be repeated any number of times, as long as there are free
variables left. For example, consider the simple expression E(z,y) : y — 22 — 22 mentioned
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above, and form the predicate P(x,y) : y — 2 — 22 = 3. Then, P(5,y) is the predicate
y—52—2-5=23 and P(5,17) is the (false) statement 17 — 5% —2-5 = 3.
Much the same thing will be seen in the case of quantification.

9. LOGICAL EQUIVALENCE OF PREDICATES

Just as with statements in Propositional Calculus, we are interested in when two predi-
cates P and () can be reasonably said to be logically equivalent. This motivates the following
considerations.

Two preconditions clearly make sense. First of all, the predicates should both be part
of the same mathematical context or theory(e.g., calculus, number theory, linear algebra,
etc.). Secondly, both should involve the same free variables ranging over the same sets. (If
the symbols used for the free variables in one predicate are different from those in the other,
we assume that the variables in one of them can be re-labeled so that they are the same as
corresponding variables in the other.)

With those preconditions satisfied, we can now define what it means for P and Q to
be logically equivalent. For notational simplicity, we assume that the only free variables
involved are x and y, so that P and @ may be written as P(z,y) and Q(z,y), respectively.

Then, P(z,y) and Q(x,y) are logically equivalent—written P w @Q—if and only if, for
all possible specializations x = a and y = b, the truth value of the statement P(a,b) equals
the truth value of Q(a,b). Recall, in the chapter on the propositional calculus, we have seen
that P(a,b) and Q(a,b) have the same truth value if and only if P(a,b) <= Q(a,b) is true,
which we write more briefly as P(a,b) <= Q(a,b). So we may abbreviate the definition

of logical equivalence of P and @ as follows: P ¥ Q if and only if P(a,b) < Q(a,b), for
all specializations * = a and y = b.

Here are two simple examples. In both cases the variables are assumed to range over
the real numbers. (a) Let P(x,y) be the predicate sin(x) = sin(y), and let Q(x) be the
predicate x = y. Clearly, the statements P(a,a) and Q(a,a) are both true, for every real
number a. However, P(0, ) is true, whereas Q(0,7) is false. Therefore, it is not the case

that P & Q. (b) Let P(z) be the predicate > — 1 = 0, and let Q(z) be the predicate
(x =1)V (z = —1). It is easy to see that both P(z) and Q(z) are true when x equals 1 or

—1, and both are false otherwise. So P e Q.

Thus the notion of logical equivalence of predicates is based on that used for statements.
And, therefore, not surprisingly, it has most of the same properties of the earlier notion.
For one example, a general substitution law holds, as the following exercise illustrates.

Exercise 3. Suppose that K and L are logical operations of the propositional calculus,
each operating on the two atomic statements P and (). Suppose that the logical expressions
K(P,Q) and L(P, Q) are logically equivalent, as defined in §7 of the Symbolic Logic I notes.
Let A and B be any predicates, so that K(A, B) and L(A, B) are also predicates. Prove

that K(A, B) s L(A,B)). (Hint: You may assume, for simplicity, that both A and B
involve exactly the variables x and y. You must show, for any specializations * = a and
y = b, that K(A(a,b), B(a,b)) has the same truth value as L(A(a,b), B(a,b)).)

The following exercise shows that the relation of truth-equivalence of predicates depend
on the choice of sets over which the variables range.



Exercise 4. Consider the following predicates:
P(z,y):y=5—x> and y>0.
Q(z,y):y=7—-3x and 0<z<2,
where the variables x and y are assumed to vary over the positive integers.

(a) Verify that P w Q.
(b) Suppose that, instead of assuming that the variables range over the positive integers,
assume that the variables z,y range over the positive real numbers. Verify that

P Q is false.

(Hint: For (a), you have to show that the set of all (a,b) that satisfy P(z,y) is the same as
the set of all (a,b) that satisfy Q(z,y) (assuming that a and b are positive integers). For
(b), you have to show that these two sets are different (assuming that a and b are positive
real numbers).)

10. QUANTIFICATION

Quantification is a logical operation applied to predicates P. The general scheme of
things goes like this. A variable x is selected, and we quantify P with respect to z. If x
does not appear in P, then the quantification operation is trivial: we get P again. If x does
appear in P, then we get a new predicate in which x has been eliminated. We can now, if
we choose, quantify this new predicate again with respect to some other variable. And so
on.

In contrast to the operation of specialization, in which several variables may be specialized
at once and the order of specialization is irrelevant, quantification is applied to one variable
at a time and the order of quantification, in general, does make a difference—as we shall
see in the next section.

In what follows, we must distinguish two kinds of variables in P: namely, those variables in
P that we have already quantified earlier and those we have not. The former are called bound
variables, the latter free variables. Quantification may be applied only to free variables,
hence, no variable gets quantified more than once.

We now become more precise and describe the two kinds of quantification: universal and
existential.

To fix notation, we suppose that P is a predicate containing a free variable z ranging
over a set A. It is possible that P has other variables as well, some bound, some free, but to
signify our present interest in x, we shall write P as P(x). The so-called scope of x consists
of all occurrences of x in P.

To quantify P(z) with respect to x, we consider all possible specializations x = a in P,
each one giving a predicate P(a) in the remaining variables. Quantification with respect to
x is an assertion about these P(a). There are two cases.

10.1. Universal quantification. For universal quantification, we form (Vz)P(z) (to be
read “For all z, P(z)”). This asserts all the specialized P(a).

If P contains free variables other than z, say v, z,..., then (Vx)P(z) is a predicate in
these remaining free variables, and again we say that the variable x has been eliminated. If
x is the only free variable in P, then (Vx)P(z) has no free variables, so it is a statement.
Indeed, it is precisely the statement that asserts all of the statements P(a) simultaneously.

Here are two examples:



e Let P be the predicate 22 + 1 # 0, and suppose that x ranges over the set of real
numbers. Then, (Vz)P(z) asserts: for every real number a, a® + 1 # 0. This is
certainly a true statement.

e Let P be the predicate 3z + 4y = 5, so that P has two variables = and y. We
suppose that they both range over the set of rational numbers. Then, (Vz)P(x)
is the assertion: for each rational number a, 3a + 4y = 5. This is a predicate
involving one variable y. If y is subsequently specialized to some rational value, say
b, then the predicate becomes a statement asserting that, for each rational number
a, 3a+ 4b =>5. Clearly, such an assertion is false no matter what specific rational
number b represents.

Therefore, to repeat: With universal quantification we are asserting all of the specialized
assertions P(a) at once. When x is the only free variable in P, we see that (Vx)P(z) is a
true statement precisely when all of the P(a) are true simultaneously.

10.2. Existential quantification. For existential quantification, we form (3x)P(z) (to be
read, “There exists an x such that P(z)”). This is the predicate that asserts at least one
of the predicates P(a). (Note that it does not specify which ones.)

Again, if P contains other free variables y, z, ..., then (3z)P(x) is a predicate in these
remaining free variables. If not, then (3z)P(x) is the statement that “At least one of the
statements P(a) is true.”

Here are two examples of existential quantification:

e Let P be the predicate 2 + x 4+ 1 = 0, where x ranges over the real numbers. Then
(3x)P(x) asserts that the polynomial has a real root, which the student may easily
check to be a false statement.

e Let P be the predicate 22 + y? 4 2xy — y + 3 = 0, where both z and y range over
the reals. Then (3x)P(z) is a predicate in the variable y. We may also write this
as (Jz)P(x,y) to signal the role that y plays. In any case, let us write this new
predicate as Q(y). For any specialization y = b, Q(y) clearly becomes Q(b)—i.e.,
(3x) P(x, b)—which is the statement that the polynomial 22 +b?+2zb—b+3 = 0 has
a real root. Using the quadratic formula, it is not hard to show that this statement
is true when b > 3, and it is false when b < 3.

Therefore, to repeat: With existential quantification we are asserting at least one of the
specialized assertions P(a) (but not specifying which one). When x is the only free variable
in P, we see that (3x)P(x) is a true statement precisely when at least one specialization
P(a) is a true statement.

Exercise 5. Verify the last assertion in the second example above.

11. CHANGING THE ORDER OF QUANTIFICATION

When we apply logical operations successively to predicates (or read a predicate that
involves a succession of logical operations), we must be careful about the order in which
the operations are applied. This is, for example, completely analogous to composing linear
operators defined on a vector space, or to multiplying matrices. The order in which this is
done will affect the answer.

In this section, we look at some examples of this in case the operations we exchange are
both quantification operations. The following two sections show what happens when we try
to exchange quantification with some of the elementary logical operations.
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For our first example, let us deal with real variables again, and let R be the predicate
x+1y < 1. Now consider the statement (Vx)(Jy)R(z,y). To determine whether it is true or
false, we begin at the left, just as with function composition. We must decide whether, for
every real number r, the statement (Jy)R(r,y) is true. Now, in turn, this statement is true
if we can find at least one real number s such that R(r, s) is true: that is r+s < 1. Clearly,
this last is possible: just choose s to be any real number < 1 — r. So, we have shown that
(Vx)(Jy)R(x,y) is true.

But notice what happens when the quantifiers are interchanged. We obtain the state-
ment (Jy)(Vx)R(z,y). Just by reading the statement —“There is a y such that for all
x, R(x,y)”—one can see that this is not the same as the previous statement. But, to clinch
the matter, let us check its truth value. Again start on the left. To determine whether or
not the statement is true, we must find at least one real number u such that (Vz)R(x,u) is
true. And to demonstrate this last, we must show that for any real number v, v +u < 1.
But no matter what our choice of u, the real number v = 2 — u violates the condition
v+ u < 1. Therefore, the statement (Jy)(Vz)R(z,y) is false.

There are, however, certain cases of successive quantification in which the order does not
matter. Here is a rule that covers these cases: Whenever two successive quantification are
of the same type—i.e., both universal or both existential—then the order of quantification
does not matter.

For example, consider the predicate P(x,y) : 22 +2y — 6 < 0, defined for x and y ranging
over the real numbers. Then (3z)(Jy)P(x,y) is logically equivalent to (Jy)(3x)P(z,y). For
each of these is true exactly when P(a,b) is true for some real numbers a and b (in fact,
precisely when the real numbers a and b satisfy a®> < 6 — 2b) and false otherwise. For
another example, let Q(x,y) be the predicate e ¥ = e” - ¥, where x and y range over the
reals. Then (Vz)(Vy)Q(z,y) and (Vy)(Vx)Q(z,y) both assert (truthfully in this case) that
the statement Q(a, b)is true for all real numbers a and b.

12. THE INTERACTION BETWEEN QUANTIFICATION AND NEGATION

Let P be a predicate containing the free variable x ranging over the set S (and per-
haps other variables). Then, the basic facts relating Va to negation can be stated as two
propositions:

1. Proposition. —(Vz)P(z) < (3z)(—P(x)).
2. Proposition. - (3z)P(z) <= (Vz)(—P(z)).

Exercise 6. Prove each of the two propositions under the assumption that x is the only
free variable in P. (Hint: Note that in this special case, the two predicates exhibited in the
first proposition are actually statements. So, it suffices to show that these two statements
have the same truth value. This can be derived directly from the definition of quantification.
Similarly for the second proposition.)

Notice that in both propositions, on the left-hand side, we are negating first and then
quantifying, whereas on the right-hand side we are quantifying first and then negating.
Therefore, to make a valid change of order in this case, we have to change the quantifier: in
the first proposition, we change the universal quantifier to an existential one; in the second
proposition, we do the reverse.

Here are some special cases of the above propositions. In the first four, De Morgan’s laws
are also used. In the last two, one also makes use of the logical equivalence - (A = B) <=
AN-B.
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A word of advice (which applies to many rules and formulas in mathematics): It is best
not to try to memorize the following list. Rather, remember the principles by which the list is
constructed. In this case there are two principles: (i) Exchanging the order of quantification
and negation changes a universal quantifier to an existential and an existential quantifier
to a universal. (ii) Exchanging negation with an elementary logical operation follows the
rules in the propositional calculus. Specifically, De Morgan’s Laws show that a disjunction
1s changed to a conjunction and vice versa.

o ~(Vz)(A(z) A B(z)) < (3r)=(A(z) A B(z)) < (3x)(-A(z) V- B(z))
o ~(Vz)(A(z) vV B(z)) < (Fr)=(A(z)V B(z)) < (3x)(-A(z) A~ B(z))
e —(Jz)(A(z) A B(z)) < (Va)-(A(z) A B(z)) < (Vz)(=A(z)V - B(z))
e —(dz)(A(z) V B(x)) < (Va)-(A(z) V B(z)) < (Vz)(=A(z) A = B(z))
e ~(Vx)(A(z) = B(x)) < (Iz)(A(z) A= B(x)).
e —(Jx)(A(z) = B(z)) < (Vz)(A(x) A -~ B(x))

To be more concrete, let us take the third of these, letting A(x) be the predicate x? —
3z +2 = 0 and B(x) the predicate 2> — 6z +9 = 0. Then —3(z)(A(x) A B(x)) asserts
that it is not the case that the two polynomial equations have a root in common, whereas
(Vx)(= A(z) V = B(z)) asserts that, for every real number x, either 22 — 3z + 2 # 0 or
22 — 62+ 9 # 0. Clearly these two statements assert the same thing, so they have the same

truth-value.

13. THE RELATIONSHIP BETWEEN QUANTIFICATION AND CONJUNCTION AND
DISJUNCTION

We begin with two cautionary examples.

First, suppose that A = A(x) is the predicate 22 + 3z +2 = 0 and B = B(z) is the
predicate 4x — 7 = 0, where the variable x ranges over, say, the complex numbers C. Now
consider the following statements:

(1) (3x)(A(z) A B(z))
(2) (Fz)A(x) A (Fz)B(x).

Statement (1) asserts the existence of a real number which is a simultaneous root of the
two equations, whereas statement (2) asserts only that each equation separately has a root.
Clearly, these are two very different assertions, so it is not surprising that they have different
truth values, statement (1) being false and statement (2) true.

Next, we’ll use the predicates C(z) : * < 3 and D(z) : * > 0, where z is a variable
ranging over the reals, and we consider

(3) (Va)(C(z) v D(x))
(4) (Vx)C(x) V (Vx)D(x)

In statement (3), we are first quantifying and then performing a disjunction; in (4), we
are reversing the order. Statement (3) asserts that every real number is either less than 3 or
greater than 0, which is certainly true. Statement (4) asserts that either every real number
is < 3 or that every real number is > 0. Neither of these is true, so certainly statement (4)
is false.

If we look closely at what “went wrong” in these examples, we can see that the problem
involves the scope of the quantification operations. In statement (1), there is one instance
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of quantification over the variable x, the scope of which involves both predicates A and B.
In statement (2), there are two quantification operations, each with more limited scope (the
one involving only A, the other only B). A similar observation applies to statements (3)
and (4).

These examples show that we have to be careful about the scope of the quantifiers before
trying to exchange them with conjunction or disjunction.

The observation about scope, however, shows us how we may do this in cases like those
of statements (2) and (4). Let Qz denote either Vz or 3z, and let E(z) and F(z) be two
predicates involving the free variable x (and perhaps some other variables). We’ll make use
of the fact that we may change the name of the variable x without affecting truth-values.
We can choose any symbol instead of z provided it does not already appear in the predicate.
So, suppose y does not appear in F, and then replace = by y. Then, (Qz)F(x) asserts the
same thing as (Qy)F(y). Now make sure that y is chosen not only to be different from
any variable appearing in F' originally, but also different from any variable appearing in E.
Then, the two predicates

(5) (Qz)E(x) A (Qx)F(z), and
(6) (Qu)E(x) V (Qu)F(x)
can be replaced by

(7) (Qz)E(z) A (Qy)F(y), and
(8) (Qu)E(z) V (Qy)F(y),
respectively, without changing their meaning.
Having done this, we can now see that, for each predicate, since the two quantifications

involve different variables, we may move the second quantifier to the left, without affecting
the meaning or truth value):

9) (Qx)(Qy)(E(x) A F(y)), and
(10) (Qz)(Qy)(E(z) V F(y)).

Therefore, a quantifier may be “moved to the left”, provided the quantified variable is
given a new name different from those of other variables already appearing.

Note that if we apply this to statements (2) and (4), we do get all the quantifiers on the
left, but there are still two quantifications required rather than just one as in statements
(1) and (3). Statements (1) and (3) (which already have their single quantifier on the left)
are not affected by this procedure.

The above procedure still works even when the second quantifier is not the same as the
first. For example, we can replace (3z)E(x) A (Vy)F(y) by (3z)(Yy)(E(x) A F(y)), etc.

Finally, the logical equivalence (f) in Exercise 11 of the propositional calculus notes

(P=Q) = (=P V@),
together with the fact that substituting a predicate by a logically equivalent one does not
affect truth values, shows that the relationship between quantification and implication may
be understood in terms of relationship between quantification, negation, and disjunction.
We don’t go any further into this, but we present the following exercise as an illustration.
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Exercise 7. Let P(z,y) be the predicate < y~! and Q(z, z) the predicate —z = 22. Here
we assume that z and z range over the real numbers and y ranges over the positive real
numbers. Show that

(()P@,y) = F)Q,2) = Ey)E=)(P,y) = Q.2)).

(Hint: There are two ways to approach this problem. The first way is to use the discus-
sion above to change the implication in the left-hand predicate to an expression involving
disjunction, then to move the quantifier (3z) to the left in line what we discuss above, and
finally, to change the resulting expression back to one involving implication. The other way
is to use the definition of equivalence of predicates to show directly that both sides are
equivalent — note that both sides are predicates in the free variable x.)

Exercise 8. Formulate the following statements using predicates and quantifiers:

(a) If a,b, and ¢ denote the lengths of the sides of a planar triangle, then a + b > c.

(b) If a,b, and ¢ denote the lengths of the sides of a planar right triangle, with ¢ the
largest, then a2 + b% = 2.

(c) If a,b, c and n are any positive integers and n > 2, then a™ + b™ # ¢".

Now reformulate each of the above, if necessary, so that only negation, disjunction, and
quantification are used.

Statement (a) is a special case of the well-known Triangle Inequality that students often
see in a linear algebra course. Statement (b) is, of course, the Pythagorean Theorem,
which is one of the cornerstones of geometry. And statement (c) is known as Fermat’s
Last Theorem. It was proved in 1994 by Andrew Wiles, more than 350 years after it was
conjectured by Pierre de Fermat.

Exercise 9. (a) Let f be a real-valued function defined on an open interval I of real
numbers, and let a be an element of I. The following statement expresses the
fact that f is continuous at a. Formulate that statement in terms of quantifiers
and predicates: For every € > 0, there is a § > 0 such that, for every real z
satisfying 0 < |z — a| < §, we have |f(x) — f(a)| < e. Now formulate this so that
only quantification, negation and disjunction are used and so that all quantification
occurs on the left.

(b) Let f be a real-valued function defined on an open interval I of real numbers, and
let a be an element of I, as in the foregoing. Express the assertion that f is not
continuous at a by applying negation to the last statement you obtained in the
preceding exercise and exchanging negation with the other operations according to
the rules we’ve derived. In the end, you should have a statement for which negation
has been completely “distributed” (i.e., cannot be exchanged any further with other
operations without reversing steps).

(c) Let f be a continuous real-valued function defined on a closed interval J. Use
quantifiers (on the left) and predicates to express the fact that f achieves a maximum
value on J.

(d) Suppose that ¢ is a differentiable (hence continuous) real-valued function defined
on an open interval I. Use quantifiers and predicates to express the fact that if g
achieves a maximum value at some element z € I, then the derivative f’(z) = 0.
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14. QUANTIFICATION AND METHODS OF PROOF

All of the methods of proof discussed in The Propositional Calculus carry over to the
more general setting of the predicate calculus. Only a few additional points need to be
noted now, in connection with quantification.

14.1. Universal quantification. Suppose we wish to prove a statement of the form (Vz)P(z),
where the free variable x ranges over a set S. As discussed earlier, this mean that we must
prove the statements P(s) for every choice of s € S. When S is a small set, this may
sometimes be possible by direct enumeration and checking. But often S is a large set, such
as the set of natural numbers or the set of real numbers. In those cases a different approach
is needed.

In the case of the natural numbers, a standard method is the method of mathematical
induction. Students are already familiar with simple versions of this from, say, calculus
courses, but in any case, we go into this method more fully in the chapter The Natural
Numbers.

When induction does not seem appropriate or adequate, the usual method is to choose
an arbitrary (i.e., general) element s in S and then prove P(s). The choice of an arbitrary
element s means that the information about s contained in the proof can only consist
of properties that it has by virtue of its membership in S. Therefore, the proof applies
simultaneously to every particular element in S.

Ezxample: Let x be a variable ranging over the real numbers. Let us prove that

(Vz)((z > 1) = (23 > :):2))

We choose an arbitrary real number s. To prove that the implication (s > 1) = (s3 > s2)
is true, we need only show that it is not falsified. If s < 1, the implication is vacuously
true, so we may then restrict attention to those cases in which s > 1. We must check that
in those cases, s> > s?. Since s > 1, we know that s is positive. Using facts about real
multiplication, we multiply both sides of the inequality s > 1 by s and obtain s? > s. Now
multiply this last inequality by s to obtain s® > s2. Therefore the implication is true.

The reader may have noticed that a slight shortcut is possible. Namely, since in the cases
in which s specializes to a number < 1, the implication is vacuously true, we don’t really
need to bother checking anything. That is, we may as well assume the hypothesis s > 1
right away and proceed from there. This is a general feature of proofs of implications in
which the hypothesis restricts the range of the variable.

The actual technique that you use to prove the universal statement will depend, of course,
on the statement. Some suggestions about how to proceed appear in the chapter The
Propositional Calculus.

Exercise 10. (a) Prove: For all positive, real numbers a and b,
1
Sa+b)> Vab.

(b) Prove: For all z > 1, x> 1+ In(x).

14.2. Existential quantification. To prove a statement of the form (3x)P(z), where
again x ranges over S, we must show that, for some element s € S, P(s) is true. This may
be accomplished by one of two methods.
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In the first method, we produce such an element s explicitly, which we describe by saying
that we find s or we construct s. This itself is a two-step process: (1) The element s must
be found or constructed, and then (2) the truth of P(s) must be demonstrated.

In the second method, the existence of s is proved, either directly as a consequence of
some known result or indirectly. In the indirect proof, we assume that there is no such s
and derive a contradiction. In symbolic terms, we prove that ((Vz)=P(z)) = C, where C
is a suitably formulated contradiction.

Here are two examples that illustrate these methods.

Ezample: Let P(x) be the predicate 22 — 2o — 3 = 0, where z is a variable ranging over
the real numbers. The statement (Jz)P(x) affirms that the equation has at least one real
solution. It is this solution that we must find or construct. The student has already learned
how to do this in a beginning algebra course. In general, one can try to factor the left hand
side into linear factors. Or failing that, one can “complete-the-square” on the left-hand side.
Or one can simply recall the quadratic formula and write down the roots. Even guessing
is legitimate, though unless one has good reasons for a guess this method is not usually
optimal. In the end, any of these methods should produce two possible values for a solution
x = s: namely, x = 3 and x = —1. This is the first step.

It remains to verify that the predicate is true for one or another of these values. This can
be done by evaluating the equation at 3 or at —1. Alternatively, often the method used to
find the answer (e.g., factoring or completing the square) has steps that are reversible, so
the verification can be done by just running the steps in reverse. This step is usually left
out, since it is routine, but it is important to understand that, from a logical point of view,
it needs to be there, even if just in background. So, after solving an equation as Step 1 in the
proof of an existence statement, students in this course should either evaluate the equation
at the found solution or say something like: Since the foregoing steps are reversible, the
value x = s does satisfy the equation.

Although the foregoing procedure is the simplest for this particular problem, there is also
a method that proves (Jdx)P(x) directly, a method that can be applied to more complicated
equations for which there are no nice algebraic methods or formulas. This method uses
the Intermediate Value Theorem from calculus. We write f(z) = 22 — 22 — 3 and observe
that this defines a continuous function of a real variable. We then compute f(0) = —3 and
f(5) = 12: note that f(0) is negative and f(5) is positive. The Intermediate Value Theorem
then implies that there is a real number s between 0 and 5 for which f(s) = 0.

Ezxample: This example also uses facts from calculus, including the Intermediate Value
Theorem. The student is assumed to be familiar with these and should assume them while
digesting the argument. Let I denote the set of all real numbers z satisfying 0 <z < 1. [
is often called the unit interval. Suppose that f : I — [ is any given continuous function.
We shall prove that f has a fized point. That is, we prove the statement (3z)(f(x) = z),
where we assume that the variable x ranges over I. In this case, we give an indirect proof.
We assume that the statement is false and derive a contradiction.

By the earlier discussion, the negation of (3z)(f(x) = x) is (Vx)(f(z) # x). Consider the
function g given by the equation g(z) = f(x)—=z, for all x € I. Our assumption implies that
g(x) # 0, for all z, hence the same is true for the absolute value |g(z)|. Finally, define the
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function h : I — R by the equation h(z) = g(z)/|g(x)|, for all z € I. Since the denominator
is never zero, basic facts about continuous functions proved in a calculus course imply that
h is a continuous function. Notice that, by definition, the value h(z) is either equal to 1
(when g(z) > 0) or —1 (when g(z) < 0). h never assumes a value other than these two. So
far we have not reached a contradiction, because it is possible that A is simply the function
that is constantly equal to 1, or the function that is constantly equal to —1. However, this
is not the case, as can be seen by evaluating ¢(0) and g(1). In fact, g(0) = f(0) — 0 > 0,
because f(0) € I and f(0) # 0, by assumption. Further, g(1) = f(1) — 1 < 0, because
f(1) € I and f(1) # 1, by assumption. It follows from what was said above that h(0) = 1
and h(1) = —1. The Intermediate Value Theorem then implies that there must be a real
number x € I such that h(x) = 0. But we have seen that h assumes only the values +1.
So, we have arrived at the promised contradiction.

This example is a special case of what is known as Brouwer’s Fixed Point Theorem, which
belongs to a branch of mathematics known as topology. We have left out a number of smaller
steps for the sake of brevity; this can make it tougher going for the reader. Most published
mathematics, whether in class notes, textbooks, or published papers make such omissions.
The higher the level of mathematics, the more omissions there will be. Therefore, it is very
important at this stage for the student to get in the habit of reading proofs accompanied
by writing material (e.g., pencil or pen and paper). Each time there are steps in the proof
that merit checking or filling in, the student should do so.

Even though the proof above is more complex and requires more ingenuity than the
usual proof we shall encounter, it is a very good example of an indirect proof that proves
an existence statement.

Exercise 11. Let p(x) be a polynomial of degree n, with top-degree coefficient 1. Define
q(x) for x # 0 by the equation ¢(x) = p(z)/x".

(a) Prove that lim, ,~ ¢(x) =1 and lim,_, ~ ¢(z) = 1.

(b) Prove that p(x) and z™ have the same sign when |z| is very large.

(c) Prove that n odd = (3z)(p(x) = 0).

14.3. Concluding practical remarks. The discussion above focused on only the simplest
kinds of quantified statements that you may be called upon to prove. More complicated
statements might have multiple quantifications or propositional connectives (i.e., conjunc-
tion, negation, etc.) intertwined with various predicates. These can always be untangled
and reduced to a step-by-step consideration of the simpler forms we discuss above and in
previous sections. Going into all these possibilities in detail would take us too far afield
with not much practical benefit.

One practical problem that a student might confront is that statements that need to
be proved are not always in nice explicitly quantified form even though there is implicit
quantification occurring. For example, when you are asked to solve a certain equation, this
is tantamount to proving an existential statement. Or, suppose you are given the following:
“Let p be an odd prime. Prove that 2P — 2 is divisible by p.” You are being asked to prove
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a universal statement ( i.e., for all odd primes p, ... etc.) This is largely a matter of getting
used to the style of mathematical writing. It is worth paying close attention to this, since
existential statements require different methods of proof from those required by universal
statements.

A remark related to the foregoing caveat occurs when you are asked to prove or disprove
a certain general statement. We have already given a suggestion as to how to proceed in
The Propositional Calculus, §9 (¢), “What to do when you are stuck,” item (iv). Here, we
elaborate slightly.

As an example, you may be given what looks like it might be a trig. identity and you are
asked to prove or disprove it. What do you do?

First recognize that the statement, say a trig identity or trig. identity look-alike, is a
universal statement: e.g., For all real  and y, cos(z + y) = cos(z) cos(y) — tan(x) tan(y).
Next, recognize that to prove this universal result, you need to work with general real
numbers z and y, not with specifically chosen ones. Third, recognize that when you disprove
this universal result, you are proving the negation of a universally quantified statement.
Therefore, you can exchange the order of quantification and negation, but you need to
change the universal quantifier to an existential one (cf. §12). This means that, to disprove
the universal assertion you need to find or construct specific values of the variables for
which the identity fails

Inspect the given statement to see if you can find any clues as to whether it is true or
false. Maybe it’s similar to something you’ve seen before. Maybe you have a hunch. That’s
good. Go with your hunches...at least for a certain amount of time. But, what do you
do if you have no hunch? Or your earlier hunch failed? Well, it is usually much easier to
calculate some specific values than it is to prove a general assertion. So, if you don’t know
what to do, try to “plug in” some values and see what happens. There are two possibilities:
(1) After a small number of trials, the equation fails. Good. You've proved the negation.
You're done. (2) After a small number of trials, the equation still holds. Okay. Not so bad.
Don’t panic. But don’t stop here. You haven’t proved anything. At least not what you need
to prove. But, you have gathered some evidence that the equation might be universally true
(particularly if you chose your values relative randomly). Therefore, you can proceed to
attempt a proof of the identity with a certain amount of confidence that this is the direction
to go. (Of course, none of this advice tells you anything about trigonometry. That will be
your problem.:-) )

Just for fun, consider the possible trig. identity above, taking the position that we
don’t know whether it’s true or false. Let’s choose some values for x and y. We need
to pick values for which we can compute the expression, but the values shouldn’t be too
trivial (e.g., like 0), since then we might get an equality for trivial reasons...a false positive,
so to speak. So, let’s take ¥ = 7/4 and y = 7/4. Then, cos(r/4) = 1/1/2, tan(n/4) = 1,
cos(m/4+m/4) = cos(n/2) = 0. Plugging in these values, we get 0 = (1/v/2)?2—1-1= —1/2,
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which is clearly false. This proves that the equation is not an identity. (By the way, if we
had picked z = 0 = y, we would have obtained 1 = 1-1+0-0, which is true but misleading.)

This concludes our brief foray into the foundations of the predicate calculus. For more
advanced work in this area, consider taking Math 481 or Math 483. For further practical
tips in dealing with quantifiers in proofs, see Solow’s book, Chapters 4 through 7.



Unit -4 PREDICATE CALCULUS

Questions

In the statement "The cricket ball is white",
the predicate is

In the statement "Every mammal is warm

blooded", the predicate is
In the statement "Every mammal is warm

blooded", the object is

Use quantifiers to say that V3 is not a
rational number

Existential Specification is a rule of the form

Existential Generalisation is a rule of the
form

Universal Specification is a rule of the form

OPT1

white

warm

blooded
warm

blooded

negation
(there
exists x a
rational
number)(x
A2=3)

(Forall x)
(A(x))
implies
Aly)

(For all x)

(A(x))
implies
Aly)

(For all x)

(A(x))
implies
Aly)

OPT 2

ball

mammal

mammal

(there
exists x a
rational
number)(x
A2=3)

A(x)

implies
(For all
y)(A(y))

A(x)

implies
(For all
y)(Aly))

A(x)
implies
(For all

y)(Aly))

OPT3

cricket ball

warm

warm

negation
(there
exists x a
rational
number)(x
A2#=3)

(there
exists x
NA(x))
implies
Aly)

(there
exists x

)(A(x))
implies
Aly)

(there
exists x

)(A(x))
implies
Aly)

OPT 4

both
white

and ball

all of

these
all of

these

all of
these

A(x)
implies
(there
exists

y)(Aly))

A(x)
implies
(there
exists

y)(Aly))

A(x)
implies
(there
exists

y)(Aly))

ANSW
ERS

white

warm
blood

ed
mam

mal
negati
on
(there

exists
X a
ration
al
numb
er)(x?
2=3)

(there

exists
X

)(A(X)

implie
sAly)
A(x)
implie
s
(there

exists

y)(Aly
)

(For
all x)

(A(x))
implie
s Aly)



(Forall x)
(A(x))

implies

Universal Generalisation is a rule of the form A(y)

Symbolize the statement" Every mammal is

warm blooded"
The equivalent statement for P and not P

The implications of P
The implications of P and Q is

P or P "equivalent to" P is called as

If P then Q is "equivalent to"

A statement which has true as the truth
value for all the assignments is called

A statement which has false as the truth

value for all the assignments is called
If P has T and Q has F as their truth value,
then P or Q has ----- as truth value

A biconditional statement P if and only if Q

is " equivalentto "

A biconditional statement notP if and only if

Qis " equivalent to "

In the statement If P then Q the antecedent

is

In the statement If P then Q the consequent

is

Out of the following which is the well
formed formula

(For all x)
(M(x))~>
W(x))

F

P
p

idempoten
t

notPorQ

contradicti
on

contradicti
on

T

(Not P or
Q) and
(notQor
P)

(Not P or
Q) and
(not Qor
P)

p

Pand Q

A(x)

implies
(For all
y)(A(y))

(there
exists x )
(M(x))~>
W(x))

T

not P

associative

not P and
Q

tautology

tautology

F

(Not P or
Q) or (not
QorP)

(Not P or
Q) or (not
QorP)

Q

Q

(PorQ

(there A(x)
exists x implies
J(A(x)) (there
implies exists
Aly) y)(Aly))
(there
(Forallx) existsx)
(W(x))>  (W(x))>
M(x)) M(x))
Fand T none
PorQ Pand Q
PorQ not P
closure identity

Pand Q PorQ
either

tautology

or

contradicti implicati

on on

either

tautology

or

contradicti implicati

on on
implicati

0 on

(Not P

(PorQ) orQ)

and (notQ and (Q
orP) orP)
(Not P

(PorQ) orQ)

and (notQ and (Q
orP) orP)
notP not Q
notP not Q
if (if P
then Q)

if Pthen Q) then Q)

A(x)
implie
s (For
all
y)(Aly
)

(For
allx)
(M(x))
9
W(x))
F

PorQ
P

idemp
otent

not P
orQ

tautol
ogy

contr
adicti
on

T
{Not

Por
Q)
and
(not
Qor

(Por
Q)
and
(not
Qor

P and
Q



Elementary products are

Elementary sum are

pcnf contains

pdnf contains

P "exclusive or" Q is the negation of

The other name of tautology is

The other name of contradiction is

The converse of "if P then Q" is

The contra positive of "if P then Q" is

The inverse of "if P then Q" is

A statement A is said to tautologically imply
a statement B if and only if " if Athen B "is a

Pand (PorQ)is

For two variables the number of possible

assignment of truth values is
The substitution instance of a tautology is a

Equivalence is a

relation

PandnotP P
P Not Q
product of sum of
maxterms max terms
product of sum of
maxterms max terms
if PthenQ if QthenP
identically identically
true false
identically identically
true false

"if not P
"If Qthen then not
Pll Qll

"if not P
"If Qthen then not
Pll Qll

"if not P
"If Qthen then not
Pll Qll

contradicti
tautology on
P Q

2 2Mn

contradicti
tautology on
reflexive  symmetric

P andQ

PorQ

sum of
minterms

sum of
minterms

P if and
only if Q

universally
false

universally
true

"if not Q
then not P"

"if not Q
then not P"

"if not Q

then not P"

false
PorQ

n
identically
false

transitive

not P

not P or
P

product
of min
terms

product
of min
terms

Qif and
only if P

false

true

all of
these

all of
these

all of
these

none
Pand Q

2n
all of

these

asymme
tric

all of
these

all of
these

produ
ct of
maxte

rms
sum

of
minte
rms

P if
and
only
if Q

identi
cally
true

identi
cally
false

"IfQ
then

tautol

ogy
p

27n
tautol
ogy

symm
etric



A statement "A" is said to imply another
statement "B" if ---- is a tautology

The other name for pcnfis

The other name for pdnfis

if Athen B

product of
sums
canonical
form

product of
sums
canonical
form

if Bthen A

sum of
products
canonical
form

sum of
products
canonical
form

if (not A)
then B

product of
products
canonical
form

product of
products
canonical
form

if (not
B) then
A

sum of
sums
canonica
| form

sum of
sums
canonica
| form

if A
then

produ
ct of
sums
canon
ical

form
sum

of
produ
cts
canon
ical
form



\4 UI\)”":V
. v
” \/ ORAPH  THEORY
jﬂ‘i"“"’d{"'a};aﬂ,'-
£ e,

Fao e Laar Hyver decaces  frapi~
H)wj Aas estnd i hed Wself o A wo oyt whhle
mathemolical ollaso,‘/,unL .y ﬁl:wz )
afphentions 0 quapte Mewy gy oa wHE
verse 3 pdject p wlich. odules Phogslc5
iy, Epwokons —Resmovch,  Eoogin sancing,
AN L Avem &, Ecororath 2 tc

%’L deve (977*‘-’)0\0)' /3 mMj bvowe eho A

0 Habemakis Los  femem  mewssitered  wile
&ﬂs':a@am%na tentormn Yoo z&ik 7—:*01>L<z/m/3 awi,gia?
o f-raHC-M} ,&'5,0. ey }’”"J”‘””A a_'ra'/‘siz? S

NraPh: A M O Ceasirk A “g A PM

[\)(GD, X[m) y w eve Ve ©» nan-,z,,,,?,;‘(j

Fioka AoF w Aok elomments owe o tood
Cov) F(Cﬂ
PoIV1S (o0 VEE-TICES od XCHY 8 o &eof X,Z

mecdosd  pabis § ARfo sl 4y

Fhe elomen fg ¥ (6D  owe Coleed

Ve

Scanned by CamScanner

LIvES kO EDAES 3 2 gvept



|

LN

Lo pHhevwoads, o ORAFPH with }>~}ap$;,)\,s
9-Lives o cadead 2 (p,1) - grept..
ﬁw W”:_"_’PLQ/ Lot ~V'--,— é a, L, ¢ ,a/}) 4—

/I\ﬁ‘\ X:) (e, %), €79, /“"’Uj.
o4

G..-,Cv,x)';/& o (¥ - 7(“7(1"

~

” ‘V\ﬂ
M: 5"; .,,L;iu.,\rB é‘)([fo), 52 A

Lesfin ot H=oUu\uv-

MU

b Jme wo e W

Kﬂ— Tgvrio}/g

mw & v oave

we /9"\3 f5a b
ADIAC I SAE

@ Wp_ q_](%D

~ INCIDENT

Ko Lime Tat owe

(%ov:) P e )”D-\:ﬂr “ 4

LSHh e Of

L) fu o Lonvenizat, Vie=N & Rl3=X,

- 5 g Lon v
compLeTE  GRAPHI A grpt ¥ ay
P IR maLjaLz.m)- LA Call

Fuw A Hintt P
n  Compal® TR
K Cormplebt  Jxaple  wd I ),_Faf-’o):,s ¥

Aewotzd By K

}7.
w@/@ Ky is Cotred 4 )‘\mma,gL
O T ky L

B T ko i /
4 i

Scanned by CamScanner




Mﬁ : A Jrep

)

w &l 2slge Lol

;)ﬁfa,uv ol & Commeeltzd Al

wz A goph o b cedsed

g) PARTITE GRAPH ? V  com
o Asjoint Aubgefr V,

ANy Lina 2 0 )‘m*r,,s

poste J N, b

NuLt
e

o papt (o

. RleearY  (ov

e }JO\N/I';}';WQ-G{ Voo

& Vo

o

144

Them (1 > cakend

N

B: H N, Cenkams

/EMV&__ j’ﬁ.ﬁ}‘

/70&07’_ ? V’ éDCL

R)PARTITION Z "3

A

m /7034*/‘5 3 Vq__

COMPLETE BIORAPH,

v’ ‘__7;0\20):/5 W\CJ

VQ, Contonn? N "/DD:OE/S froe 75

Cm/?ua b5 grrapt
km) n .

Fm W”WKD k/,B

o~

Scanned by CamScanner



®

B

DEGREE" Fhha ole.a.,/.w_ ? o /5'03”{‘ UVt o <
Z\(O‘M B A e U b e ? Liner Yol @
wifse Vi oo La Aepvos Lg U; & Aeso|

Ay 0?0, (v (e deg. vy (o) APl o

Thectem 12
Frova By ot e A e ? jp @ a g(g_?,re_u‘

ol fe Venbh Yo a geapk g g, <3,

-—

)7
To poove o & ALUD = 35
=1

Sek 6= (VE) vE oy geag

/

whawa M B e CelleeRen g Ven 15 s
v e Cotle o hon ‘2 ecdqges

et povh  eslges V' Comtvibuter  fwit
o degeer, 1R Buen 9 e degrea ? X
Jener e O B gwiee ot e LRy
Z edges v O

e, é_a/(\f;): 2)E) = 2L

0
»-)

Scanned by CamScanner



@M Shew Ret e e bet ’z VerH e

[o}

g pdd  Aegver v a Frapie v3 Wz‘s AR
Jetk

b U Va, vy b2 e > 4.

job toMe e Uhe o be e Lev ke 3 pdo  Aegra &
M W‘,,V\fg_.--wm‘ t:',l )—ﬁ}

K 3o ;/’ |

D u£‘ 0([”7) = KHFE -

)y =/

K m
= ‘ZA Alu) + ‘& ﬂ{[uﬁ):o?E S v

y=1 J:/
k ™
= & dtuy) = RE - £ AW 5 awen
) =] J=r J

n .
L odlw) v AVRS)
) =)
|y RORAT

< w2 C_L?n(.wm H—)o'_)" mﬂ il %

Scanned by CamScanner



—

Twe TM’S GT;':[UJ/ ED & G, =

AN Zovd Jp Le bRPHIC ¢
ISoMOR p 7 Tena -

Suh Mo+ U,V owa

adyo et o ~ ? ond ok ? glu), z'//t-

a  bijeetion % VS W

WL ady o o - o 5,2_

w2 C,jg-[r,a : Fha

1SOHOE PHISM fen G, ko 4
.
' V;
EN WPL‘Z/ @ g V‘,‘
o~
PN
W W (
T, v
W, U
M IS (’J

. "/
Nott@: Jot { Bl i

e ”“”"’“’77&"&\:5

?’“60*13/(0 G, r—[v,/ L)) T ? S
7“‘% C,,z :(‘V” r
Yobf vey . _ '
Y e deg vs dag ¢ lvy.
ot @)

T o & uww/yﬁw ¢ W A /QWJQ K

Lot Nuembey Z;j,a&,);g omnd e g
) A 57 ANYS Y -

Scanned by CamScanner



== Sk 6=(V,E) be a yeph.  Fhe

.o PLEMELT G 1 6 Y delimay o e P

‘ﬁ"“‘f‘*’c" whith  KLor VMV as B sok ag /j,ﬂw)}:,;
. o) 0-\4

PN o Fﬂ‘?"ﬂ:} owo a‘p‘ﬂ'a.wwf ' & g

ok "? ﬁ\—"fj ow-L ~OF a\al_p:j‘aw)_ @"'ﬂ [9

SEL

T‘M/ %’ G L 70(‘55*“0“{?%«‘&, }7) &

Fn aneompe Z;_/é

obe
%i\ﬂ— oy o) /@L’% C,am/,)e,mm }_ow‘a’
7?017&/‘3 how lgn oY L) /;afnL(S.

= fok Gz (VI £(e0)

,@
Le a (gel£

jfa.f»fk wo B )af/sw‘»’o):/s .

.—(‘,gmﬁ)»efmw’)‘wvj
/9&?% C—P’“‘/’/M"Mj/ 6—) l0/3

Gin L 6, o
)&mm(]?“‘— v a /
S
,ECOO} = [E['c?,)/ &

) v
L ey w;)Lp}e/(

Scanned by CamScanner



2. degp (W= o - ooy, (o)
2. Uph & o= (o B Vv owe 2meacfi

Ly 7~rcvr,,(l.(s N 2 Vwawlbw,

INPEPENPEVUTY SETS & covernug -
/ e e

Derr A coverma 4 s geaph Gy, E) W,

Lwy Bek < "’bl V Bved H ooy euery Wi

S v Gdemt w ' My a Vevbene vy k| A
cmj,ew‘;.na 3 Yy Catl o a MIVIMy M C.oUERI
O

A . ’ \ (Y
1 b hes aob covavingy RO ]k’) 2

Ven Hwur S, 4

A © Umm by ?

-]

CoVEFIVh  punREg |

4P

R of t°/> 2 |

Scanned by CamScanner



H&ubsws?\}t‘ﬁuﬂj“’jm

2

EPERPEVT SET 9 4 ,% wo  Juw  vendiab 9 .S

. S v
" adjaceat w &, A """L’Z‘T”ﬂdm)— S
« © aLQ/T)!"
)t MaxomuM Y G R 0 ahe
i |
o 8 wih |8 =1
j/fx/‘l x W b % Ve bub Wy P
. e

I * Aol

ppEMPENEE LUMBER o b L
FY
My d

Vs Ve

For 2ot e “@] Vs

J) e é\Y(,B A S

ool s A Ve s
/ ot oA - w2 ‘
&U"/ \&3 . 4‘_
o Lov ™
{20\1)\[11\{‘3'““’!\/;’5 v *
‘ _. a e 1N W@‘”“g

Scanned by CamScanner



;}711)(‘,6-'3 <
R X
0ol (vie) ke a [PV
: v o R
Lot V:f"'"’”""’rﬁ'%’“ pF
ﬁr;(o‘:j>/ w2
) 4°z U;/Uj ol adj‘wcw)f
a;j :2 ~ G
o @/‘)TWM'(‘JL
B ADIACcEDCY  MATREIX Y The  Jepk G
Fus ple, o | © 1 o 3 o
A= P e 1 0 /X
o 1 o b ,LV;';
- B Vo o
o ] o 1o oA, A
V; Fi

Pep 1.

Jod G= (v,E) be Q Cf/’i) _ﬁ’f”"h’t\,
Cok V:; U‘;,\Q,,r\f},h £ E"—;fx,,wl‘” 2(2:1] ‘

o pr1 o 2o (0 osue

21 ‘2 B wlidey wi)E M

o o Fhermn ke

Cotir—4  [fie oI DENCE  MaETRIX 7 U oy

for o 43 0,

) o o /! Op
k- " 7 o o 1o
P O p ot

o o { ' o )

O P o b s

Scanned by CamScanner



-
5
f.04 - &, @7 J, (; R I A ‘3‘( a\zl'ye, A

S5 VAT LS heow S 2.”,%{”5
c},‘ar& ) 3(5,(-:':1«‘([)){’/;] C ol A0 34%(,7/ /'g/’*-

OLOQO*Q cern 687 - 2 0 LD ‘g )‘ y oo T VAV) ‘

yok

O

we algo naU’/ fivg towz  gor
},Q,na')‘\') 'S w A Un /""fg/) (/LEY”%
-’M[_l"ub" -—L/, L

}V{/ G,l & & ‘7’2’ ’)wa ?_”VFC‘J widﬁ 5

(;i*w')lz ‘g
ol yaNbuwer, noemely g, —Uz U3
vy ~Va V2 — V)~ Vi - Vs

Lo olh s Giv tunby , R
degvesr 9 m aVo!M'Q-C‘/. Ve KD owe
2, R 3, X The  two 3«%» il ;(gmmﬂi\,c/
o awljac@ﬂat} o Leh RN -

Ao e -

Scanned by CamScanner



1172

P r / b} ]
wee | )% LD
us | ’ ° I o
Uy 5 0 1 0 )
s / O 0 0

v V= Va v ’\Z’
N e
v, |1 o ) o ©
v, I l O ) ©)
v 2 s) | O )

Vi

Ns Py

Scanned by CamScanner



&
Nv[;‘o_ [T 7%1 a()l,)'ab@ﬂ[)j oo A A U 55«-««..—-«.&}—.’5¢
/

CONNTECT EpDUESS

ﬂ@ T we /:pfl-,};(s w A& U Z A 7*%)/{; G onva Aoid

[4
)7)\”’2 CoVIVELTED Z Lhong i i & a

oY ‘ng.v:, 6. ( o pamy t% ale Ty poahcs sva
ollgz};r'&)-)'

dorp Yoo nels A sapt G D 2osd W be

wvyf cTED gj A A /;af/v 2 iy }:03»)\/3 ove

pbPE T 7

cmr,.ﬂ.&w*

. o
:Dp/h/’/w G o ero T Ke vocbuced (Cubj"mp’(n ‘blé]
C/fz—ww&:} e /é-ubj\r%é

WIE veves Set V¢
Cﬂvw-nl-a_[‘ﬂ_c‘ DMA oL CQL/LV-J?—QI

G)” &)?_"" G."f\ MO_

5t coHpPOVENTS BG

o el }
pma WL

&
: o pbr CEemmecfed A
A b whide B
o e 1} ConnecTed -

A Commect o df .

B A.] Fiver o olip Comneots)  raphe
vH) g C_.,m/’?w‘m}‘é'

Scanned by CamScanner



@Mw _SBWDLU }“')01*’ Kﬂ N ANCA ) e hl-bhq.t
Z eﬁ(ﬁw v ol /g’:’m/"‘ﬁ AV Comn e o LTy
T‘M G o n~umﬁwb ovnd k- C*”“/’%Q

(n_)() (“,\i+\) -

7 I Al
2
A . |
= , : M
Yo e auwmber c% Vevbuh v Jha )
Componen ‘% & be N (n;;)}
®

K

2 2 (oo j = (a-x)"

a 2’

=) 2 2 [ﬂ;")} = o —dne I
e

R
-.(;2_ _ 29K ‘}\)C -

S Cos7 (7 R

kk - 3
«~)) . . .
= 2" (ﬂ‘ ) (} \ ;+j

.)';)

C}* HA.L 22 Cemd 0 2 by o jﬁg e,
(‘334-13 @ZAZO/ 2% cacl_ '

e L
2 .f_\ :
> 5 (”3 —am ) 2 s e
=
S
K 2 5 .
= 2- Lt f-n'“‘phr"*)c‘fa')n—-l/\
1=)

Scanned by CamScanner



5 s &
r o -
g % C—mr“fh’ ] ? G = < [0’ })
HMMMW ND ? &g/jéé 2 4
! <
"3 & o5 (a
= /)— Z}Q D)'L —_) n (:’1,9@)
o? y = ) od
< ] 2 ,,_)cz,,qunJ() ”;L ”..['-‘5‘9@)
- 5 (n ANk > ‘
1 e FE )
T2

2
Jorim D
@f P pua that  omy d EBimple  Connedif
Froph A Wi neverh uA ald ? Je’?"(& 2
on R ;s el e

Scanned by CamScanner



Pebp Luk Poc\’mf}“ (™ ok VenHes—
— —
A wkpet g e TR OF
Nl & m,(L no
Jonk whoae el AR AL
C/a—n'\/?b‘(’ef"‘}\é

/w”@‘ A R’ DO E C% o ?’*{% G‘t l.;g ai

w ko &2 ~e = oved- S0 N aaARD Fsa2 0 2 = /;
@- C)eon by 3)} U= 5 a M,rog,{\, g N
Commedid  gaph 0= 15 oAis Comme

Scanned by CamScanner



&),
ﬂ’l: m
.A_ a“’\'f{("’ 63 ‘l’ﬁ /sov')cl "’D J;Q n- C;cﬂnv;ac»&w/

‘3)} KCG’) Z 0 c;w\a‘ n - IAne Connecleo

31) A [0));. n} whez e lh) % C@*’""¢L3‘-\"‘q—(\j 3“ ropte
( x0) B Lt Cemmeachialy

3 NEROPRI NP
W/CD 482 Covmechvly od  Bime ST Py
/ % 17 olAbC,_afh'r\LcELJ Z,r,,\_‘/yﬂ., B O

@ 450 comnel BV 30\ Commeetzd frop w iR o
Mf,pfnf 0ol
O g L Connechviby G & o
didge 2 e . g ap b
dmdid T Y |~ Conmeck ¥

ég»mneC)‘&ﬁ(.v o CommakEy 2_‘(% Yoo Vs N
© St QFoHh T T ) gepk 1S PR

S g e BT
r

Yhar L Z P
ﬁ' g Gyo\ﬂ* lf—'é"”‘“&"/g’"// )<f_3-/'@
I AL

PJ‘(M LQ”‘]MLQHV;M/

b:/ﬁ,r%uz}ﬁr .

jo — b
V\)(g\ﬂ“a N s o Lina Cornmelthwviy

g'_ m n,\/\ﬂgmwﬂ) dﬂ'afu‘

L ¢ v

o j = 3 Z
> _ol?_. }7 5

(-"AC\:-);Q AVLV')
[

|
]

h ;
s (s @ ]

Scanned by CamScanner



| B Puwe  Fhar  1Reve b N0 2 Comenpr

| with T adges

Sv)
-
,5\u’»},mu~ Cy v a4 3 —Cemnee ke ﬁ‘f% Wi

o edger

(o Bas T edges =2 p > s
‘ New s BV abova }7"’6‘1—‘”““ 9 > _..ti
i i 2

.3
)
= 92 = (978

7/ 38 w Lo thh v CMV)’TQA/\\C:};M'

heve A N0 3- Conm acted Tmfye‘“ vl

Scanned by CamScanner



TREES gL

Pefr’ XA wale o o .
T v Calted 4 TR p1L Z ol 3

/@‘{7\% N CQA:\?LLHQF_
¥ A chloaed vt U, 05,
w22 —d vV, 0 ... U, o&na Adshner 3

Lalead A cCYy e Ll tg

\

,MJH n’.

A gepd Afar Conknio s mp by eis s
(alted  on Acevene  fapi,

¥ A Commedsd  aeyelic greph 5 Caled
o TREE.

X. Ah\\j T w Hhour by ot df adde

n FOPEST Ao Hyat g ¥4 Comfmm%é

XY

SE B givesr ol dress Wi b verhs.
’MBE@ (_C)UM C.ormeckzd 7"‘“")/5\ Hor 2o gﬁmn,‘v ez
@ Soacy bz wifh M(_)rcj D VewH ws %L
o{%a | B8 A /MH .

é) TC\,Q &Y;Z,\-,g (i }’Q/‘(mfhup gm ’Ma,g)s}-—/ooﬁ“b
WA e Ao < O[_J-?rya L3 __’._

@ vy Nee 3 o J:/‘fowh'lz Frapt.
& Sweey  bloee 2 4 Nee &3 k, |

Scanned by CamScanner



. . s
@ €n a & evwcy  aelye B o bndelyy

w I 5

» A Coomme &2 (f’ri) g ’ )7+”°l
a et

@ T compememn oo drest v T

(D oy acolic (pa) goph @R PHi=g b

(B o a A wory peh g clegren >0
C,u)erOv:n"-

Mp,'r(_\—’rl(UBS

v _ ;e A
s s Mg Sedpender B L
Feoph G Caltad o WATCHING % b

NATEHTDL
5. & wv EH, we  Eey fRer o &
i gt WV W e also A 5ot
vz M — Satunalzo -

N, ) enetchry W v Calted A PER

paTenh Y oeery petb G bl Mo s

5,,,@ @( w Aak Valueh c;} n des S
Complite Fop Ko ke porjecs e

(‘/‘LM% o~ Y 91‘% wr K ‘)7, s dd oS
}w%aw enorehany .
mﬂv W C,G-M)D\ etr 3\(‘5\% kn /Q\’D‘}
f'?”“‘be‘w mmWy (22) A8 ARy .

Scanned by CamScanner



1

Scanned by CamScanner



pe s N
/éﬁ' rer S aAteos

B The wnum¥H 7 o/l matehingd o i
’ )
Compitr  bipariin Tt Ko V7:

) # G fwr & porfek  mabehiny fhem G

o e puwmb e ;)

)k, A a /?’”i"—”* """"“’L""‘C)-

oS /a—wlg,u/\r wabel,

vevh b -

PLAUVARITY

Do

a. A Foph v prid o b2 embedded
Buitae £ whea U U Avaun a0 £ S
ob  fwo  edjes Rotevgeek

x A gopR U Calted  PLALAR Y Kk
bo  owaem o0 A plome vo ¥ Thowt \%Fm/se-eh‘r?
edyes .
A A freph @ Galtad  pop — pLaLAR

3% kDB oot ,:lowwvc.

X A Tf&tv(«., Rt ¥ Arrosarn e ies /

W howt W ¥mu¢—h‘n\) edyos &

o

PLAVE GRAPH.

Scanned by CamScanner



vpu @ Ky, o, t'g, Ity oLl f‘MW{
> Vs O mom — plomon

=

plomno ot
Shabememt: S (A 2 Conmedsd Pl
3%’}”6" Loy A, E  emd F ot o sel® Z’

N2 )»;z&ﬁ\/é‘g/

vnpws,  edger  od Jate
Hom )\})’IE}"")Fl:D?'

Sodath on o fRa mummber

e peef B D
%wls‘?;)(?l;;u e b Comerid, oy
5 ¥, Ao [Ihet jvl =1, JEl =) (15 S fwalt fre)
o fwew W -E]HIELE | -0+ =2

Uno e O ke & TR = Ihe-
oo o puppacn gab e Pherce
ob s T‘NM C«Wﬂ&@ plomt b
By ak revst Jel-! edger .

£ h B 2 Nee, Baw JEI=]VI-) £
Jlz) end  fence |ul-[E)HTF)= 4
] [h B omob a bes, L W ke o
el Conliined S gemr  wplz 5 O ,

Scanned by CamScanner



%,a;o G)l: [y o B L5 17 C_omeebx o /))M‘\,Q_ %ol

gocke thor  |vie)[= V) J£C6D) =,
A [F(cni))::}f:)")
femie by [ Edeche Ao

Jv(en) -] FlE(ed) = 2 f0 P

/

W) =(lg) )« (0F1-D = &

=> ul=r]E/ +]Fl = .
Fhob Complatiy Fin  Socuthion omd O
S

é;/@ Stew  Par ke & noa—plomar,

24 U BT e £ 3n-{
]‘LWL = S\/

jo £ 3(5) ~ b

= )0 _é)g—é

= Je £ 9 \
w Ak LA %—dQM
)Cb VU nmm- ploaoan
)\QD‘I @ S e }D/MM
e %% th 7r30\'ha~r]v€v.c_
F)m B,YNP,(;\
B ks VB N on —Plam o

}510w\M 8"(‘0\,% L3 ;;

Nom-plomay
Scanned by CamScanner



0 =
S Previs b Ve amy Conmectid  plems

() e [pas) W T e 22 E
Z < 3/7’5-

g
/iaﬂ(;) e 6 b2 o P
Fhen NEV, 1= & P> =

=D 7/>/?‘—

.

> 9 2 /=
KRy
= 322

3Y e -4, Rgina p1 £2p-b
FGm 27 & Z"j} / Fr=sr
(o p23)
etV e 6 Awee A g
()'SI,QH'Y) ba 3 3”*1—05 } 6:)

Jek %?/ Loos oo b BMAMZ

Ginz  eath <oy~

o opmast ot P b

N ol B e

5 i g W
(v eath e © Arrvenstae] £y
arlomt 2 adg)

»
Coren | Trostera ) —)E)F) Pl =2

e, p-g H YL
s oz SFLP
Scanned by CamScanner

~

By



Scanned by CamScanner



coloULEARILITY @

B2

A - QA B5g et fg Lotoun s dp  Thia Ve Nies

g ” 3‘(% Lo Hhat ne  hwyp aaljouzmk
VeNhuws ek tRe & ovens felsuenr 1 c_oxﬂvu/

EDLOUP”)U&\ 42 o 3-\(%

ks whick
F. F each cgw,m,edr?“ﬂf’p

324 FHavy  cotan [ f—’no(,ajwno&mk R
& Colown  nss.
%, Ffe Chromanc  number X(6) A a peoph g
chreomatic TUTPE

?j) ‘K\ﬂ w7V 2 ) T W) 0 * ? tolowy A TL?-LD'L-@

o etet 6.
5. A W C~ WA Colted , n — Cotovvo ble

/s

; X[6> =7 -

. s B- (slownable
_wti‘(p ey fl”"”“’( 3\“\“{" -

Scanned by CamScanner



S\NFT,DM Tene erntd @ 3"’“”3"\ G Auch

R 2
g[(;,\h) = >\l\—— 3N+ 3

L2)

Tha  owmbet 9 F,,ﬁ’,,)—,g - b5 o4

-4

Alee 130 r,wma,m? Vimes W O B 3
[ O% Gy & a ()”@'W/m Cosfds e et
N % %[a,.h) oo-1) . :
cart() Suppoi? [y W Comnectzo .

Gms gz rzpl o ogow o4 Tres
= A LA

W"e"/ %[G)th) -
5 v |
\ wils  m-Pf
sy oo (x)“j
::/\ -)
n>/2/‘<‘ﬁ‘m %[C"h)
= 30600 = ACA5»5A1+3A->)
2
& hH_g/\z._s[_g/\ —A.

RY. SYZ N v o ConN adn B a,

CHM(") QV'FPoM Cj \';‘ UOT C_.Or\h'e‘j'@

/

HHwo G = ksUF

Scanned by CamScanner



. 4 (6™ = 3 (s (R, A) o @
:(P\ Cx—oﬂ. [ -CA—\)HJ

= A [)\*\)'L- A
_ o Oos ()
= A [)\Z__Lr\'ﬂ)
AN whok b agom o
ConYcada &35 on
FCar 2 s e Au)F oV /Mvd~
ot 8 The  choomebc nor Y kp v P

/ . )’DW"Q O{A/)C_mnme—b@
B T ceemede o T
, U | .
T% e 0 ? oMM aonPivial ?Y‘Q’Q 2
5. Na1Aa L :
© e e bipeh D graptn B W)
B Ay N
o Ua’f,wv(abl% | D;ﬂ'b Uz Cheromak

{ s P F,F
I A
= iﬁﬂmmd gos T

-
o XXARIXX

Scanned by CamScanner



Unit 5 Graphs
Questions

A graph witth p-points and
g-linesiscalleda
graph.

A graph in which any two
distinct points are adjacent
iscalleda____ graph

A graph in which any two
distinct pointsare_____is
called a complete graph

A graph in whichany __
distinct points are adjacent
is called a complete graph
The sum of the degrees of
all the vertices in a graph
Gisequalto__ the

The number of vertices of
odd degree in a graph is
always

Any self complementary
graphs has4nor
points

A graph G is said to be a
____graph,ifGis
isomorphic to G

A number of vertices in a
minimum covering of G is
calledthe __ of G

The number of vertices in
a maximum independent
set is called the ___ of G.

The adjacency matirx 'A' is

A ___ if all its points are
distinct

Two points 'u’ and 'v' of a
graph G are said to be
__ ifthere exists a u-v

The union of two graphs
is_

A graph G is connected iff
it has exactly
____component

A graph G is iff it

has exactly one component connected d

OPT 1

((eXs))

bipartite

(u,v)

twice

odd

4n-1
self

compleme

ntary

covering

independe independen

nt set

transitive

walk

connected d

connected d

OPT 2 OPT3
(u,v) (1,1)
complete  petersen
(p,q) incident
1 2
triple half

either odd or
even even
4n+1 4n-2
complete  petersen
minimim maximum
covering covering

maximum
ce number covering
reflexive symmetric
path trail
disconnecte

components
disconnecte

components

1

disconnecte

components

OPT 4

(0,0)

loop

adjacent

5 times
neither odd
nor even
4n+2
bipartite

covering
number

minimum

covering

incident

closed

isomorphic

isomorphic

isomorphic

ANSWERS

((eXs))

complete

adjacent

twice

even

4n+1

self
compleme
ntary

covering
number
independe

nce
number

symmetric

path

connected

disconnec
ted

31

connected



Any 2 simple connected
graphs with n-vertices all
of degree 2 are
A___ ofagraphGisa
point whose removal
increases the number of
components

A___ ofagraphGisa
line whose removal
increases the number of
components

If 'v' is a cutpoint of a
connected graph then G-v
is

The connectivity and line
connectivity of a
disconnected graphis __
The connectivity of a
connected graph with a
cutpointis ___

The line connectivity of a
conneced graph with a
bridgeis

A nontrivial graph is 1-
connected iff it is

A nontrivial graph is ____iff
it is connected.

If agraphis ___ graph
then it is n-line connected.

There is no 3-connected
graph has ___ edges

A ___ iscalled a trial if all
its lines are distinct.

A graph that contains no
cyclesis called ___ graph

A connected acyclic graph
iscalleda___

Any graph without cycles is
alsocalleda __

Every conneced graph has
a

Every tree with exactly 2
vertices of degree 1 is a

disconnecte
connected d components

cut point  cut edge bridge

cut point  cut edge bridge

disconnecte

connected d components
3 2 1
3 2 1
3 2 1

disconnecte
connected d components

2n- n-
connected connected 2-connected

2n- n-
connected connected 2-connected

3 5
walk path trail
self
compleme
ntary complete  cycle
self
compleme
ntary complete  cycle
forest complete  cycle

spanning

forest tree cycle

walk path trail

isomorphi
isomorphic ¢
block cut point
block bridge
disconnec
isomorphic ted
0 0
0 1
0 1
isomorphic  connected
1-
1-connected connected
n_
1-connected connected
97
closed walk
acyclic acyclic
tree tree
tree forest
spanning
tree tree
closed path



The origin and terminus of
a longest path in a tree
have degreeis

Every treeisa ___ graph

In a tree every edge is a

Any connected (p,q) graph
wih pt1=qisa___

The componets of a forest
are

A tree has atmost
perfect matching

A graphiscalled ___ ifit
can be drawn on a plane
without intersecting edges.

0

self
compleme
ntary

cut point

forest

forest

matching

complete

cut edge

spanning
tree

spanning
tree

covering

petersen

bridge

cycle

cycle

colouring

bipartite

block

tree

trees

planar

bipartite

bridge

tree

trees

planar
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