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PROBABILITY AND STATISTICS

UNIT-I
PROBABILITY
Introduction:

The word ‘Probability or change’ is very frequency used in day-to-day conversation. The
Statistician 1.J. Good, suggests in his “kinds of Probability” that “the theory of Probability is much older
than the human species.

The concept and applications of probability, which is a formal term of the popular word
“Change” while the ultimate objective is to facilitate calculation of probabilities in business and
managerial, science and technology etc., the specific objectives are to understand the following
terminology.

Random Experiment: The term experiment refers to describe, which can be repeated under some given
conditions. The experiment whose result (outcomes) depends on change is called Random Experiment.
Example:

1. Tossing of a coin is a random experiment.

2. Throwing a die is a random experiment.

3. Calculation of he mean arterial blood pressure of a person under ideal environmental conditions,

_ Systoloic pressure

=— - m/ Hg
by using the formula, Blood pressure = Dias tolic pressure 1s a random experiment.

Sample Space:
The totality of all possible outcomes of a random experiment is called a sample space and it is
denoted by s and a possible outcome are element.
The no. of the coins in a sample space denoted by n(s).
Example:
Tossing a coin n(s)=2={H,T}
Event:
The output or result of a random experiment is called an event or result or outcome.
Example:
1. Intossing of a coin, getting head or tail is an event.
2. Inthrowing a die getting 1 or 2 or 3 or 4 or 5 or 6 is an event.
Events are generally denoted by capital letters A, B, C etc. The events can be of two types. One is

simple event and the other is compound event
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PROBABILITY AND STATISTICS

Favorable event:

The no. of events favorable to an event in a trail is the no.of outcomes which entire the happening of
the event.
Mutually Exclusive Events:

Two or more events are said to be mutually exclusive events if the occurrence of one event precludes
(excludes or prevents) the occurrence of others, i.e., both cannot happen simultaneously in a single trail.
Example:

1. Intossing of a coin, the events head and tail are mutually exclusive.

2. In throwing a die, all the six faces are mutually exclusive.
Equally Likely Events: Two or more events are said to be equally likely, if there is no reason to expect
any one case (or any event) in preference to others. i.e., every outcome of the experiment has equal
possibility of occurrence. These are equally likely events.
Exhaustive Number of Cases or Events: The total number of possible outcomes in an experiment is
called exhaustive number of cases or events.
Dependent event:
Two events are said to be dependent if the occurance or non occurance of a event in any trail affect the
occurance of the other event in other trail.
Classical Definition of Probability: Suppose that an event ‘A’ can happen in ‘m’ ways and fails to
happen (or non-happen) in ‘n’ ways, all these ‘m+n’ ways are supposed equally likely. Then the

probability of occurrence (or happening) of the event called its success is denoted by ‘P(A)’ or simply

m
A)=
‘p’ and is defined as (4) m+n and the probability of non-occurrence (or non-happening) of
o P(E) | P)=—"— )
the event called its failure is denoted by or simply ‘q’ and is defined as. m+n

From (1) and (2) we observe that the probability of an event can be defined as

P(event ) = The number of favourable cases for the event

Total number of possible cases

Definition:

Let S be the sample space and A be the event associated with a random experiment. Let n(S)
and n(A) be the no .of elements of S & A. Then the probability of the event A occurring denoted as P(A)
is defined by

P(event ) = Thenumber of favourable cases fortheevent — n(A)

Total number of possible cases = n(S)

Note:
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PROBABILITY AND STATISTICS

It follows that, P(A)+P(2)=]orp+q =1
This implies that p=1-q or g=1-p.
Hence 0<P(A4)<1
Axiomatic Definition of Probability: Let S be the sample space and A be an event associated with a
random experiment. Then the probability of the event A, denoted by P(A), is defined as a real number
satisfying he following axioms.
Q) 0<P(A)<L1
(i)  P(S)=I1
(iii)  If A and B are mutually exclusive events, P(AYB)=P(A4)+P(B)
(iv) If A4, A, are a set of mutually exclusive events,
P(A, VA, O..UA, )=P(A)+P(A,)+..+P(A4,)+..
Theorem 1: The probability of the impossible event is zero, i.e., if ¢ is the subset (event) containing no
sample point, P(9)=0.
Proof: The certain event S and the impossible event ¢ are mutually exclusive.
Hence P(SV¢)=P(S)+P(¢) [axiom (iii)]
But SU$=S.
Therefore, P(S)=P(S)+P(¢)
Hence P(¢)=0.
Theorem 2: If A is the complementary event of A, P (71) =1-P(4)<1.
Proof: A and A are mutually exclusive events, such that 4 U A=S
Therefore, P(AUA)=P(S)=1 (Since axiom (ii))
e, P(A)+P(4)=1.
Therefore, P(4)=1-P(4)

Since £(4)2 0.t follows that P(4)< 1.
Theorem 3: If B< Athen P(B)< P(A4).

Proof: Band 4B are mutually exclusive events such that BU AB = 4.
Therefore, P(BUAE) =P(A4)
ie., P(B)+P(AB)=P(A) [axiom (iii)]

Therefore, P(B)< P(A).

Theorem 4: Addition theorem of probability
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Statement: For any two events A and B, P(AVB)=P(A4)+P(B)-P(ANB).
Proof: Since (AVB)=AU(A N\B)here A and (AN B)are mutually exclusive.
P(AUB)=P[AU(A NB)]...(1)
=P(A)+P(ANB)
Again B =(ANB)u(A'NB)
Here (ANB)&(A' N B) are mutually exclusive events.
P(B)=P[(ANnB)u(A'nB)]..(2)
=P(ANnB)+P(A'NB)
Therefore P(A'NB)=P(B)-P(ANB)
From (1), P(AVB)=P(A)+P(B)-P(ANB).
Conditional Probability: The Conditional probability of an event B, assuming that the event A has
P(B/A):P(AGB), P(A4)=0.

happened, is denoted by P(B/A) and defined as, P(A4)  provided
Rewriting the definition of conditional probability, we get P(ANB)=P(A)xP(B/A4). [Product
theorem of probability]
Properties:

1. IfA<B,P(B/A)=1,Since ANB = A.

Bc A,P(B/A)>P(B),Since ANnB=B8B, MZP(B),asP(A)SP(S):].

2. If and P(4)

3. If A and B are mutually exclusive events, P(B/A)=0, since P(ANB)=0

4. If P(A)>P(B), P(A/B)>P(B/A).

5. If 4, cA, P(A,/B)<P(A,/B).
Independent Events: A set of events is said to be independent if the occurrence of any one of them
does not depend on the occurrence or non-occurrence of the others.

The product theorem can be extended to any number of independent events: 4.4, A4, aren

P4, nA, 0 A,)=P(A,)xP(4;)%..x P(4,) \when this condition is satisfied,

the events 7> “%2.... n are also said to be totally independent. A set of events 414, 4, s said to be

independent events.

mutually independent if the events are totally independent when considered in sets of 2,3,. . . n events.

Theorem 5: If the events A and B are independent, then so are A&B.

Proof. P(ANB)=P(AUB)=1-P(AUB)
=1-[P(4)+P(B)-P(ANB)] (By addition theorem)

=1-P(A)-P(B)+P(A)xP(B) {since A and B are independent)
KAHE Page 4
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=[1-P(A)] =P(B)[1-P(A4)]
=P(A)xP(B)
Example 1: In how many different ways can the director of a research laboratory choose two chemists

from among seven applicants and three physicists from among nine applicants?

Solution:
The two chemists can be chosen in ' C>=21 ways

The three physicists can be chosen in °C;= 84 ways

Then these two things can be done in 21 x 84 = 1764 ways.

Example 2: What is the probability that a non-leap year contains 53 Sundays?

Solution:

A non-leap year consists of 365 days, of these there are 52 complete weeks and 1 extra day. That day
may be any one of the 7 days. So already we have 52 Sundays. For one more Sunday, the probability
that getting a one more Sunday is 1/7.

Hence the probability that a non-leap year contains 53 Sundays is 1/7.

Example 3: A bag contains 7 white, 6 red and 5 black balls. Two balls are drawn at random. Find the
probability that they will both the white?

Solution:

Given that Balls White(7), Red(6) & Black(5), total 18 balls.
Two balls are drawn at random from 18 balls in " C> ways

Two white balls are drawn at random from 7 balls in ' C, ways.

Hence the required probability = ( 'C,)N"C,)=21/153.

Example 4 : Determine the probability that for a non-defective bolt will be found if out of 600 bolts
already examined 12 were defective.

Solution:

Given that out of 600 bolts 12 were defective.

12 1
Therefore, probability that a defective bolt will be found = 600 50
1 49

Therefore, Probability of getting a non-defective bolt= 50 50

Example 5: A fair coin is tossed 4 times. Define the sample space corresponding to this experiment.

Also give the subsets corresponding to the following events and find the respective probabilities:
a).More heads than tails are obtained.

b).Tails occur on the even numbered tosses.
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Solution:
S= {HHHH, HHHT, HHTH, HHTT, HTHH, HTHT, HTTH, HTTT, THHH, THHT, THTH, THTT,
TTHH, TTHT, TTTH, TTTT}
a). Let A be the event is which more heads occur than tails
Then A= {HHHH, HHHT, HHTH. HTHH,THHH}
b).Let B be the event is which tails occur is the second and fourth tosses.
Then B= {HTHT, HTTT,TTHT,TTTT}

_M(A)_ 5 pepy_n(B)_1

P4) n(S) 16’ nsS) 4

P(B)

Example 6: A box contains 4 bad & 6 good tubes. Two are drawn out from the box at a time. One of
them is tested and found to be good. What is probability that the other one is also good?
Solution:

Let A = one of the tubes drawn is good and B = the other tube is good .

P(ANB) =P( both tubes drawn are good)

G 1
10(:12 3

Knowing that one tube is good, the conditional probability that the other tube is also good is
required, i.e., P(B/A) is required.
P(B/A):P(AQB): 1/3 :i
By definition, pP(4) 6/10 9

Example 7: In a shooting test, the probability of hitting the target is /2 for A, 2/3 for B, 3/4 for C. Ifall

of them five at the target, find the probability that
1). none of them hits the target.
i1). Atleast one of them hits the target.
Solution:

Let A = event of A hitting the target.

P(Z)=é,P(E)=§,P(E)=§
P(ANBNC)=P(A4)xP(B)xP(C) (by independence)
1 1 1 1

—X =X —=—

i.e., P(none hits the target)= 2 3 4 24
P(atleast one hits the target) = 1 — P(none hits the target)
1 23

24 24

Example:8
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Three coins are tossed together find they are exactly 2 head?
Solution:

Total no. of chances by throwing 3 coins are n(S)= 8.

The event A to get exactly 2 heads are A = {HHT, THH,HTH}

n(A)=3

P(A) = n(4) - 3
n(S) 8

Example:9

A bag contains 4 red, 5 white and 6 black balls. What is the probability that 2 balls drawn are red and
black?

Solution:
Given that Balls White(5), Red(4) & Black(6), total 15 balls.
15C
Two balls are drawn at random from 15 balls in 2ways
4C . X6C, _ 8
n(A)=4C,X 6C,, Hence the required probability = 15C, 35
Example :10

A bag contains 3 red and 4 white balls. Two draws are made without replacement.
What is the probability that both balls are red

Solution:

Total no. of balls = 3Red + 4 White = 7 balls

| | o Py=2
P(Drawing a red ball in the first drawn is red ) = 7
| | | P(BIA)=>
P(Drawing a red ball in the second drawn is red ) = 6
P(A B)=P(A)P(B)
P(B/A)= PA_B)
P(4)
P(A B)=P(A)P(B/ A)
1
=7

Theorem of Total Probability

B, 4
: P(A)=) P(B )P(A/B,)
associated with (or caused by) , then ;
Proof. The inner circle represents the event A. A can occur along with (or due to) B,. B, B, that are

exhaustive and mutually exclusive.

AB,,AB, AB

Therefore, <7172, nare also mutually exclusive.
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Therefore, 4= AB,+ AB, +...+ AB, (by addition theorem)
Hence P(4)=P(4B,)
=2 P(4B) (since AB;, AB,,...,AB, are mutually exclusive)

P(A4)=3 P(B)P(A/B,)

Baye’s theorem on Probability (or) Rule of inverse probability

Statement: If 2152 B, be a set of exhaustive and mutually exclusive events associated with a random

experiment and A is another event associated with (or caused by) Bz, then

P(B,)xP(A/B,)

P(B,/A)=— i=12,..n
>.P(B,)xP(A/B,)
i=1
Proof. Since by product theorem, P(ANB;)=P(B,)xP(A/B;) (1)
or P(ANB;)=P(A4) P(B;/4) .. (2)

From (1) and (2), P(A)P(B;/ A)=P(B;) P(A/B;)
P(B)P(A/B,)

PO === ..

P(4)=3 P(B)P(A/B,)
Therefore from total probability, ; substitute in (3), we get

P(B/4)= nP(Bl.)xP(A/Bi) y
> P(B,)xP(4/B,)

i=1

=12..n

Example 11: A bag contains 5 balls and it is not known how many of them are white. Two balls are
drawn at random from the bag & they are note to be white. What is the chance the all the balls in the bag
are white?
Solution:
Since 2 white balls have been drawn out, the bag must have contained 2, 3, 4, or 5 white balls.
Let B,= Event of the bag containing 2 white balls.
B,= Event of the bag containing 3 white balls.
B, = Event of the bag containing 4 white balls.

B.= Event of the bag containing 5 white balls.

Let A = Event of drawing 2 white balls.

2 3
2 . 2
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4 5
P(A/B3)=%=§, P(A/B4)=%=I
2 2

Since the number of white balls in the bag is not known, B;’s are equally likely.
1
P(B,)=P(B,)=P(B,)=P(B,)=—
Therefore - 21/ = P(B:)=P(B:)=P(B,) =~

By Baye’s theorem,

i
Zxl1
P(B,)xP(A/B,) % 1
P(B,/4)=5— T 43 3 Y 2
P(B)xP(A/B) “x| L4217,
2P(B)<P( )4{10105}

Example 12: There are 3 true coins and 1 false coin with ‘head’ on both sides. A coin is closer at
random and tosses 4 times, If ‘head’ occurs are the 4 times, What is the probability that the false coin
has been chosen and used?

Solution:

P(T) = P(the coin is a true coin) = 3/4
P(F) = P(the coin is a false coin) = 1/4
Let A = Event of getting all heads is 4 tosses,
Then, P(A/T)="%* 2 * 2 * 2 =1/16 and P(A/F) =1

1
P(F)xP(A/F) ik 16
P(F/A)= = _0
P(F)xP(A/F)+P(T)xP(A/T) lx1+ixi 19
By Baye’s theorem, 4 4 16

Example 13:

There are three bags , bag one contains 3 white balls , 2 red balls and 4 black balls. Bag two contains 2
white balls, 3 red balls and 5 black balls. Bag three contains 3 white balls, 4 red balls and 2 black balls.
One bag is chosen at random and from it 3 balls were drawn out of which 2 balls were white and 1 is
red. What is the probability that it is drawn from bag one, two and three?
Solution:
Selection of bags are mutually exclusive events. The selection of the 2 white and 1 red ball is an
independent event.
P(B))=P(B.)=P(B;)=1/3
P(A/B,) =p(Bag 1 selected from 2W& 1R ball chosen)
3C,X2C,
= 9C,
=0.07
P(A4/B,) =P(Bag 2 selected from 2W& 1R ball chosen)
2C,X3C,
= 10C,
=0.025

P(4/By) = P(Bag 3 selected from 2W& 1R ball chosen)
KAHE Page 9
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3C,X4C,

= 9C,

=0.14

By using Baye’s theorem we have
P(B,) P(4/B)) P(B,) P(A4/B,)
1/3 0.07 0.0233
173 0.025 0.0083
173 0.14 0.0466
> P(B,) P(4/B,) |0.0782

P(B,/4) =P(The balls selected from the first bag)

0.0233

= 0.0782
=0.29
P(B,/A) =P(The balls selected from the second bag)
0.008

= 0.0782
=0.102

P(B,/ A) = P(The balls selected from the third bag)

0.046

= 0.0782
=0.58

Exercise:

1. In a bolt factory machines A,B,C manufactures 25%,35% and 40% of the total respectively. Out of
their output 5%,4% and 2% are defective bolts respectively. A bolt is drawn at random and is found to
be defective. What are the probabilities that it was manufactured by the machines A,B and C

respectively?

2. A bag contains five balls and it is not known how many of them are white. Two balls are drawn at
random from the bag and they are found to be white. What is the probability that all the balls in the bag

are white?

Definition: A real-valued function defined on the outcome of a probability experiment is called a
random variable. A Random variable (RV) is a rule that assigns a numerical value to each possible

outcome of an experiment.

RANDOM VARIABLES

1. Discrete Random Variables.

2. Continuous Random Variables

Probability distribution function of X: If X is a random variable, then the function F(x) defined by
F(x)=P{X <x}is called the distribution function of X.

1. Discrete Random Variable: A random variable whose set of possible values is either finite or

countable infinite is called discrete random variable.

KAHE
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Probability Mass Function (pmf): If X is a discrete variable, then the function P(x)=P[X =x] is

called the pmf of X. It satisfies two conditions

iy p(x;)=0

S px) =1

i) 5

Cumulative distribution [discrete R.V] or distribution function of X: The cumulative distribution
F(x) of discrete random variable X with probability f(x) is given by
F(x)=P(X<x)=) f(t)for—o<x<o

t<x

Properties of distribution function:

1. F(-0)=0
2. F(w)=1
3. 0<F(x)<I

4. P(x,<X<x,)=F(x,)-F(x,)

5. P(x,<X<x,)=F(x,)-F(x,)+P[X=x,]

6. P(x,<X<x,)=F(x,)-F(x,)-P[X=x,]

7. P(x,<X<x,)=F(x,)-F(x,)-P[X=x,]+P[X=x,]
Results:

1. P(X<o0)=1
P(X<—0)=0
P(X>x)=1-P[X<x]

Sl

P(X<x)=1-P[X>x]
Example: 14

A continuous random variable ‘X’ has a probability density function f(x) = K,0<x<1. Find ‘K’.
Solution:

Given f(x) =k,0<x <1

Tf(x)dx =1

00

jkdle

0

k=1

KAHE Page 11
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Example 15: A R.V X has the following probability distribution.
X: -2 -1 0 1 2 3

p(x): 0.1 k 02 2k 03 3k

Find (1) The value of k, (2) Evaluate P(X<2) and P(-2<X<2) .

Solution:
. p(‘xi) =1
(1) Since ;
0.1+k+0.2+2k+0.3+3k =1
K=1/15.

(2) P[X<2] = P[x=-2] + P[x=-1] + P[x=0] + P[x=1]
=0.1+1/15+02+2/15
=
P[-2 < X < 2] = P[x=-1]+ P[x=0]+ P[x=1]
—1/15+0.2+2/15=2/5

Example 16:
A random variable X has the following probability function

Values of x 0 |1 2 3 4 5 6 7 8

Probability P(x) |a |[3a |5a |7a |[9a |1la |13a |15a |17a

Determine the value of ‘a’.
i) Find P(X<3), P(X>3) and P (0 < X<5).
1) Find the distribution function of X.

Solution:
i) To find ‘a’ value:

. 2 px)=1
Given discrete random variable, =
at+3at5a+7a+9a+1la+13a+15a+17a =1

8la=1
a=1/81
ii) To find P(X<3):
P(X<3) = P(X=0)+P(X=1)+P(X=2)
=at3at5a
=9a
=1/9

iii) To find P(X =3):
P(X >23)=1-P(X <3)
=1-1/9 =8/9
iv) To find P(0 <X <5):
PO<X<5=PX=D)+....... P(X =4)
= 3a+5at+7a+9a

KAHE Page 12
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=24/81
v) To find the distribution function of X:
Value |0 1 2 3 4 5 6 7 8
of x
P(x) a 3a Sa 7a 9a 11a 13a 15a 17a

P(x) 1/81 3/81 5/81 7/81 9/81 11/81 | 13/81 | 15/81 | 17/81
F(x) 1/81 4/81 9/81 16/81 | 25/81 |36/81 |49/81 |64/81 |1

Example 17: A R.V X has the following function:

X: 0 1 2 3 4 5 6 7

P(X): 0 k 2k 2k 3k 'q 2k* 7kik

(a) find k (b) Evaluate P[X<6], P[x>6], (c) Evaluate P[1.5<X<4.5 / X>2] (d) Find P[X<2], P[X>3],
P[1<X<5].

Solution:
. p (xi) =1
(a). Since ;
1.e., 0+k+2k+2k+3k+k*+2k*+7k*+tk = 1
10k*+9%k —-1=0

K =-1 or 1/10 (since k=-1 is not permissible, P(X)>0)
Hence k = 1/10.
(b). P[x>6] = P[X=6] + P[X=7]
= 2k*+7k*k
=2/100 + 7/100 + 1/10 = 19/100
P[X<6] =1 - P[x>6]

=1-19/100
=81/100
_pl(15<x<45)nx>2]
(). P[1.5<X<4.5 / X>2] p(x>2) (by conditional probability)
_p[2<x<45]
I1-p(x<2)
_ p(3)+p(4)
I=[p(0)+p(1)+p(2)]
2,3 5
10 10 10

(d). p(X<2) = p[x=0] + p[x=1]
=0+k=k=1/10
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P(X>3)=1-p(x=3)
= 1 - [p(x=0)+p(x=1 Hp(x=2)+p(x=3)]
=1 — [0+k+2k+2K]
=
P(1<x<5) = p(x=2) + p(x=3)+ p(x=4)
=2k + 2k + 3k
=7/10
Example 18: If the R.V. X takes the values 1,2,3 and 4 such that 2P(X =1)=3P(X =2)=P(X =3) =
5P(X = 4). Find the probability distribution and cumulative distribution function of X.
Solution:
Since X is a discrete random variable.
Let 2P(X=1)=3P(X=2)=P(X=3)=5P(X=4)=k
2P(X =1) =k implies that P(X = 1) =k/2
3P(X =2) =k implies that P(X = 2) = k/3
P(X=3)=k
S5P(X =4) =k implies that P(X =4) =k/5
Since g pOx)=1
re,k2+k/3+k+k/3=1
k[12+1/3+1+1/5]=1

Therefore k =30/61

Xi p(x) F(X)

1 | P(1)=k/2=15/61 F(1)=p(1)=15/61

2 | P(2Q)=k/3=10/61 F(2)=F(1)+p(2) =15/61 + 10/61 = 25/61
3 | P3)=k=30/61 F(3) =FQ2)+p(3) =25/61 + 30/61 = 55/61

4 | P(4)=k/5=6/61 F(4) =F(3)+p(4) =55/61 + 6/61 =61/61 =1

Example 19: A discrete random variable X has the following probability mass
function:

X 0 1 2 3 4 5 6 7

P(X) 0 a 2a 2a 3a a> Ra Ta*+a
Find (i) the value of ‘a’ (ii) P(X <6), P(X 26)(ii) P(0<X <5) (iv) the
distribution function of X (v) If P(X <x)>1/2,find the minimum

value of X.
Solution:
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PROBABILITY AND STATISTICS

Y p(x)=1

(1) Since i=
i.e., O+tat2a+2at+3ata’+2a*+7a*+a =1

10a*+9a—-1=0

a=-1 or 1/10 (since a=-1 is not permissible, P(X)>0)

Hence a = 1/10.
(i1). P[x>6] = P[X=6] + P[X=T7]
=2a’t7a%a
=2/100 + 7/100 + 1/10 = 19/100
(iii). P[X<6]=1 - P[x>6]

=1-19/100
=81/100
(iv). To find P(0<X<5):
P(0<X<5) =P(X=1)+.....P(X=4)
=at2at+2at3a
=8a=28/10
(v). To find distribution function of X :
X 0 1 2 3 4 5 6 7
P(x) 0 a 2a 2a 3a a’ 2a’ 7 a*+a
F(x) 0 1/10 3/10 5/10 8/10 | 81/100 | 83/100 1

Minimum value of X:

P(X<x) 1/2

The minimum value of X for which P(X <x)

2. Continuous Random Variables: A random variable X is said to be continuous if it takes all
possible values between certain limits say from real number ‘a’ to real number ‘b’.
Example: The length time during which a vacuum tube installed in a circuit functions is a continuous

random variable, number of scratches on a surface, proportion of defective parts among 1000 testes,

number of transmitted in error.

0.5 , is the x value is 4.
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Probability density function (pdf): For a continuous R.V X, a probability density function is a

J(x)=20 [ f(x)dv=1
function such that (1) 2) = 3)

b
P(a<X<b)={f(x)dx=
a area under f(x) from a to b for any a and b.

Cumulative distribution function: The Cumulative distribution function of a continuous R.V. X is
F(x)=P(X<x)= [ f(t)dt for—oo<x<w.

Mean and variance of the Continuous R.V. X: Suppose X is continuous variable with pdf f(x). The

mean or expected value of X, denoted as 4 or E(X)

2
o

. And the variance of X, denoted as V(X) or is E[X?] - [E(X)]?
Example 20: Given that the pdf of a R.V X is f(x)=kx, 0<x<I. Find k and P(X>0.5)

u=E(X)= Txf(x)dx

Solution:

Tf(x)dle

J{kxdx:]
0

o0

[ f(x)dx
P(X>0.5)= o5

= JI. 2xdx

1/2

]
2 1/2
=3/4

kxe™, x>0

f( x)={
0,  elsewhereig the pdf of a R.V. X. Find k.

Example 21: If

Solution:

If(x)dle
For a pdf
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_f kxe " dx=1
Here o [since x>0]
A A i

-1 -1)],

K=1

k
x)= ,—00 < X <00

Example 22: A continuous R.V. X has he density function J( I1+x°
k and the distribution function.

Solution:

(=1 fo=t
Given is a pdf ,

5,—0< X <o,
I+x

2 1
k dx=1
,[01+x2
2k| Izdle
0 l+x
_] °°_
2k[tan xl} =]
21{5—0}1
2
7rk=1;k=i
T

F(x)= ]Ef(x)dx:fi( ! de

S\ I+x’

Example:23

A continuous random variable X has a pdf /() =3x 2,0<x<1.pindaand b
such that (i) P(X <a)=P(X >a) and (ii) P(X >b) =0.05.
Solution:

A continuous random variable X has a pdf f(x) =3x ?
i) To find P(X €a)=P(X a)

Tf(x)dx =1

0<x<l.

j3x2dx=1
0

" find the value of

KAHE
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P(X<a)=P(X a)

. P(XSa):l:O.S
Since , 2

a 1 a 5 3 1

If(x)dx=— _[3x dx=a =—

0 2 , 0 2

a=0.7937
ii) To find P(X b)=0.05

1 1
[f()dx=0.05  [3x’dx=1-b"=0.05
b b

b

b’ =0.95
b=(0.95)"°
ax, 0<x<]
a, [1<£x<L2
S(x)= 3a—ax, 2<x<3
Example 24: If the density function of a continuous R.V. X is given by 0, otherwise

(1) Find the value of a.
(2) The cumulative distribution function of X.
(3) If x,, x,, x; are 3 independent observations of X. What is the probability that exactly one of these

3 is greater than1.5?

Solution:
[ f(x)dx=1
(1) Since f(x) is a pdf, then
3
[f(x)dx=1
1.e., 0

J].axdx +j'adx+J3'(3a—ax)dx =1
2

1.e., 0 1
a="%

(2). (i) If x<0 then F(x) = 0

0£x£lthenF(x)=Iaxdx=I dx
0 0

N | &

(ii) If

<
4

(iii ) If ISx<2thenF(x)= _x[f(x)dx

zjaxdx-;];adx

0 1
x 1

2 4
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(iv) If2<x<3thenF(x)= Tf(x)dx

:J]'axdx+_|‘adx+_)f(3a—ax)dx
2

F(x)= ]if(x)dx
(v) If x>3, then o

:jade +jadx+j.(3a—ax)dx+jf(x)dx
0 1 2 3

=1

P(X>15)= i f(x)dx = JZ. ia’)c+j.(§—£}z’x

3). is 52 2 2
=

Choosing an X and observing its value can be considered as a trail and X>1.5 can be considered as a
success.
Therefore, p=1/2, g=1/2.
As we choose 3 independent observation of X, n = 3.

By Bernoulli’s theorem, P(exactly one value > 1.5) = P(1 success)
i 2 3
= ¢ x(p) x(a) =2

Example 25: A RV X has the following distribution

X ) 1 o 1 2 3
PX) |01 |k |02 |2k |03 |3k

(a) find k (b) Evaluate P(X<2) & P(-2<X<2)
Solution:
(a) 2ZPX)=1
6K+0.6=1
K=1/15
Since the distribution is

X ) 1 Jo 1 2 3
PX) |U10 | V15|15 [2/15 [3/10 | 1/5

(b) P(X<2) = P( X=-2) + P(X=-1) + P(X=0) + P(X=1)
=1/10+ 1/15 + 1/5 + 2/15 =1/2
& P(-2<X<2) = P(X=-1) + P(X=0) + P(X=1)
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=1/15+1/5+2/15=2/5

Example:26
A continuous random variable X is having the probability density function
X, O<x<l
f(x): 2—-x, 1<x<2
0, otherwise
Find the cumulative distribution function of x.
Solution:
X, O<x<l
fx)=42-x 1<x<2
Given 0, otherwise
To find cumulative distribution function of x:
0<x<l x
_ [ f(x)ax
i) If F(x)= %
X 2
dex -
= 90 2
I<x<?2 x
j F(x)dx
i) If , Fx)= %
1 x
J.xdx + I(Z — x)dx
=0 1
x2
2x——-1
= 2
x>2 X
[/ dx
iii) If ,Fx)= %

x—, O<x<l
2
x2
F(x)= 2x-—-=1 1<x<2
1, X >2
The cumulative distribution function of x is

KAHE
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UNIT-I1
RANDOM VARIABLES
Introduction:

In the last chapter, we introduced the concept of a single random variable. We
observed that the various statistical averages or moments of the random variable like mean,
variance, standard derivation, skewness give an idea about the characteristics of the random
variable.

But in many practical problems several random variables interact with each other and
frequently we are interested in the joint behavior of the health conditions of a person, doctors
measure many parameters like height, weight, blood pressure, sugar level etc. we should now
introduce techniques that help us to determine the joint statistical properties of several random
variables.

The concepts like distribution function, density function and moments that we defined for
single random variable can be extended to multiple random variables also.

Definition:

Let S be the sample space. Let X=X(S) and Y=Y(S) be two functions each assigning a real no.
to each outcome s € . Then (X,Y) is a two dimensional random variable.

Types of random variables:

1. Discrete random variables

2. Continuous random variables

Two dimensional discrete random variables:

If the possible values of (X,Y) are finite or countably infinite then (X,Y) is called a two
dimensional discrete random variables when (X,Y) is a two dimensional discrete random
variable the possible values of (X,Y) may be represented as (x;.y;))i=1,2,.....n,j=1,2,....m.

Two dimensional continuous random variables:

If (X,Y) can assume all values in a specified region R in the XY plane (X,Y) is called a two
dimensional continuous random variables.

Joint distributions — Marginal and conditional distributions:

(i) Joint Probability Distribution:

The probabilities of two events 4 ={X <x} and B={Y <y} have defined as functions of x
and y respectively called probability distribution function.

F,.(x)=P(X <x)
Fy(y)=PT <y)

KAHE Page 1
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Discrete random variable important terms:
i) Joint probability function (or) Joint probability mass function:

For two discrete random variables x and y write the probability that X will take the value of x;.

Y will take the value of y, as, F(¥:¥) = P(X =x..Y =y))

P(X =x,,Y =y, X=x &Y=y,

ie) ) is the probability of intersection of events

PX=x,Y=y)=PX=x0Y=y)) The function P(X =X,¥ =y,)=P(x..¥;) is called
a joint probability function for discrete random variables X,Y and it is denoted by P;;.

P; satisfies the following conditions
(1) P;> 0, for every 1]
Z ZEy =1
(i) ;i
Continuous random variable (or) Joint Probability Density Function:

Definition:

The joint probability density function if (X,y) be the two dimensional continuous random
variable then f(x,y) is called the joint probability density function of (x,y) the following
conditions are satisfied.

() f(x,»)=0,Vx,ye R

o0 00

T feaxar=1. |
(1) % % Where R is a sample space.

bd
P(aSbe,cSySd)zJ.J-f(x,y)dydx
Note: ac

Joint cumulative distributive function:

If (x,y) is a two dimensional random variable then £ (X,Y) = P(X <x,Y <) is called a
FULH-Y, Y r -
T ,

cumulative distributive function of (x,y) the discrete case
Y, Sy,x, <X

y X
‘ Feoy)= [ [ fur(xy)dedy
In the continuous case w0 o

Properties of Joint Probability Distribution function:
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5.

6.

O<P(x;,y,)<q
Z z P(X.,Y)=1
P(X)=Y P(X.Y)

P(yi) = Z P(Xiﬁyj)

P(xi)ZP(xi’yj J

) for any

P(yj)ZP(xi:yj)for any I

Properties:

I.

8.

9.

The joint probability distribution function FX (X, Y) of two random variable X and Y
have the following properties. They are very similar to those of the distribution function
of a single random variable.

0= [ (%, ¥) <1

Sy (00,00)=1

Jxr (%, ¥)is non decreasing

Jar (=0, y) = F (x,,00) =0

For X <X, and Y1 <)y, P(x; <X <x,,¥V <)) = F(xy, ) = F(x;, )
P(X <x,y,<Y<y,)=F(x,y,)—-F(x,y)

P(x; < X <x,, 0, <Y <)) =F(x0,3,) = F(x,3,) = f(xy, )+ f(x, )

Fy(y)=Fyy(0,y)=P(X <00,y <y)=P(y<y)

10. F'X()C)_FF;;(y)_lSF'XY(-xoy)S FX(X)FY(y) fora]]xandy_

These properties can also be easily extended to multi dimensional random variables.

Marginal Probability Distribution function:

(i) Discrete case:

KAHE
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e Let (x,y) be a two dimensional discrete random variable, By =PlX =x,Y=y,] then
P(X =x;)=F" is called a marginal probability of the function X. Then the collection of
the pair {x; ’Pi*} is called a marginal probability of X.

o fPY=0)=P; i5called a marginal probability of the function Y. Then the collection
of the pair Wi Py 1 s called a marginal probability of Y.

(ii) Continuous case:

£ =g(x) = [ f(x,p)dy
—0 a

e The marginal density function of X is defined as nd

£, =h(y) = [ f(x,p)dx

e The marginal density function of Y is defined as
Conditional distributions:

(i) Discrete case:

e The conditional probability function of X given Y=y is given by

PIX=x/Y=Y,]=P[X=x,Y=y,]/ PlY = y]= P,/ P*

The set (X =%.5,/P*j}, [ =123, is called the conditional probability distribution of X

given ¥ =V,
e The conditional probability function of Y given X=xi is given by

P=[Y=y, , X=x,_ PlY=y,X=x]/PX=x] :Pij/Pi*

1=

The set {”i P/F, }, 7=1,2,3,...is called the conditional probability distribution of Y given
X=x

(ii) Continuous case:

e The conditional probability density function of X is given by Y=Y, is defined as

fletyy = LD

h(y) , where h(y) is a marginal probability density function of Y.

e The conditional probability density function of Y is given by X =X, is defined as

fpin =L

g(x) | where g(x) is a marginal probability density function of X.
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Independent random variables:
(i) Discrete case:

if P(szi ﬁYZyj)Z

Two random variable (x,y) are said to be independent

PX=x)X =2 (iey B, =P P foralli j.
(ii) Continuous case:

Two random variables (x,y) are said to be independent if f(x,¥) = g(x)h(y), where f(x,y) =
joint probability density function of x and y,

g(x) =Marginal density function of x,
h(y) = Marginal density function of y.
Marginal Distribution Tables:

Table —1

To calculate marginal distribution when the random variables X takes horizontal values and Y
takes vertical values

Y/X x1 x2 x3 p () =p(Y=y)
yl pll p21 p31 p(Y=yl)

y2 pl2 p22 p32 p(Y=y2)

y3 pl3 p23 p33 p(Y=y3)
P.(X)=P(x=x) Px=x1) px=x2) p(x=x3)

Table — 11

To calculate marginal distribution when the random variables X takes vertical values and Y takes
horizontal values

Y\X yl y2 y3 P x (x) = P(X=x)

x1 pll p21 p31 p(X=x1)

x2 pl2 p22 p32 p(X=x2)

x3 pl3 p23 p33 p(X=x3)

pW)=p(y=y)| Ply=yD) | P(y=y2) | P(y=y3)
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Solved Problems on Marginal Distribution:

Example

From the following joint distribution of X and Y find the marginal distribution

11

XY 0 1 2

0 3/28 9/28 3/28
1 3/14 3/14 0

2 1/28 0 0
Solution:

The marginal distribution are given in the table below

Y\X 0 1 21 B(»)=P(Y=y)
0 3/28 9/28 3/28 15/28
1 3/14 | 3/14 0 6/14
2 1/28 0 0 1/28
(X)=PY =pP(0)=| P (D)= |P(2)= 1
5/14 15/28 | 3/28

The marginal Distribution of X
P, (0)=P(X =0)= p(0,0)+ p(0,1) + p(0,2) =3/28+3/14+ 1/28 =5/14
P,(1)=P(X =1)=p(L,0)+ p(L1) + p(1,2) =9/28 +3/14+0 =15/28

P,(2)=P(X =2)=p20)+p2D)+p(2,2) =3/28+0+0 =3/28

P.(x)

Marginal probability function of X is

The marginal distributions are

5/14, x=0
15/28,x=1
3/28,x=2

Y/X 1 2 3 | BO)=p(y=y)
1 2/21 | 3/21 | 4/21 9/21
2 3/21 | 421 | 521 12/21
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5/21 | 7721 | 9/21 1

The marginal distribution of X
P =pAD+(12) =221 +3/21
P (1)=5/21
P.(2)=p2D)+(22) =321 +4/21
P 2)=1121
P.3)=pB.D)+pB.2) =4/21+5/21
P (3)=9/21

P.(x) 5/21, x=1
7/21,x=2
Marginal probability function of X is, = [9/2Lx=3

The marginal distribution of Y
B =pLD+p2D)+pBD=2/21+3/21 +4/21

P(1)=9/21

B (2)=p(1L2) + p(2.2)+ p(3.2) =3/21 +4/21 +5/21
P,(2)=12/21
P, (y) 3/21, y=1
4/21,y=2
Marginal probability function of Y is =
Example :2

From the following table for joint distribution of (X, Y) find

) P(X <) ii) P(Y <£3) iif) P(X <LY<3) iv) P(X<1/Y<3)
v) PY<3/X<]) vyi)P(X+Y<4).

XY [0 2 3 4 5 6

0 0 0 1/32 2/32 | 2/32 | 3/32
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1 1/16 | 1/16 | 1/8 1/8 1/8 | 1/8
1/32 [ 1/32 | 1/64 1/64 |0 2/64
Solution:
The marginal distributions are
X/Y 1 2 3 4 5 6 P.(x)=P(X =x)

0 0 0 1/32 2/32 2/32 3/32 8/32 P(x=0)

1 1/16 1/16 1/8 1/8 1/8 1/8 10/16 P(x=1)

2 1/32 1/32 1/64 1/64 0 2/64 8/64 P(x=2)

P(y)=PY=y) 3/32 3/32 11/64 13/64 6/32 16/64 1
P(Y=1) | P(Y=2) | P(Y=3) | P(Y=4) | P(Y=5) | P(Y=6)
i) P(X<])

P(X<1)=P(X =0)+P(X =1)
=8/32+10/16
P(X <1) =28/32

ii) P(Y <3)
P(Y<3)=P(Y =1)+P(Y =2)+P(Y =3)
=3/32+3/32 + 11/64
P(Y <3) =23/64

iii) P(X <LY<3)

P(X <1,Y <3) =Pp(0,1) + P(0,2) + P(0,3) + P(1,1) + P(1,2) + P(1,3)

=0+0+1/32+ 1/16 + 1/16 + 1/8
P(X<1LY<3) =9/32

iv) P(X <1/Y <3)
By using definition of conditional probability

PX =x,Y=y,]
P[Y:yj]

Plx=x/y=y;]=

The marginal distribution of Y

B, (0)=P(Y =0)= p(0,0) + p(1,0) + p(2,0) =3/28+9/28+3/28 = 15/28

P =P(y=1)=pO)+pLD)+p2l) = 3/14+3/14+0=3/7

KAHE
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P,(2)=P(y=2)=p0,2)+ p(1,2)+ p(2,2) = 1/28+0+0 =1/2

P(Y) (15/28,y=0

3/7, y=1

Marginal probability function of Y is = (1/28, y=2
Example 3:

The joint distribution of X and Y is given by f(X, Y) =X+Y/21, x=1,2,3 y=1,2.Find the
marginal distributions.

Solution:
Given f(X,Y)=X+Y/21,x=1,2,3 y=1,2
f(1,1)=1+1/21 =2/21 =P(1,1)
f(1,2) = 1+2/21 =3/21 =P(1,2)
f(2,1)=2+1/21 =3/21 =P(2,1)
£(2,2) =2+2/21 =4/21 =P(2,2)
£(3,1)=3+1/21 =4/21 =P(3,1)
£ (3,2) =3+2/21 =5/21 =P(3,2)

P[X<1/Y<3] PX<LY<3] 9/23
= PY<3] —23/64
PIX<1/Y <3] = 18/32

v) PlY<3/X <1]

PlY<3/X<1] PX<3Y<1] 9/23
- PY<1] = 7/8
P[Y<3/ X<I]= 9/28

vi) P(X +Y <4)

P(X + Y<4) ) = P(0,1)+P(0,2)+P(0,3)+ P(0,4)+ P(1,1)+
P(1,2)+P(1,3)+P(2,1)+ P(2,2)
= 0-+0+1/32 +2/32 + 1/16 + 1/16 + 1/8+1/32 +1/32
P(X + Y<4)=13/32

Example : 4

If the joint P.D.F of (X,Y) is given by p(X,Y)=K(2x+3y),x=0,1,2, y=1,2,3,. Find all the
marginal probability distribution .Also find the probability of (X+Y) and P(X+Y >3).
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Solution:

Given P(X,Y)= K(2x+3y)

To find K:

P(0,1)= K(0+3) = 3K
P(0,2)= K(0+6) = 6K
P(0,3)= K(0+9) = 9K
P(1,1)= K(2+3) = 5K
P(1,2)= K(2+6) = 8K
P(1,3)= K(2+9) = 11K
P(2,1)= K(4+3) = 7K
P(2,2)= K(4+6) = 10K
P(2,3)= K(4+9) = 13K

The marginal distribution is given in the table.

Y\X 0 1 2 P (y)=P(Y =y)
1 3K 5K 7K 15K
2 6K 8K | 10K 24K
3 9K | 11K | 13K 33K
PX(x)=P(X=x) | 18K | 24K | 30K 72K

Total Probability =1

72K =1

K=1/72

Marginal probability of X & Y:

Substituting K = 1/72 in the above table, we get

Y\X

o ! 2 P (y)=P(Y=y)

KAHE
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1 372 [ 572 772 | 5024
2 672 872 1072 |13

3 o72 | 1/72 [ 13/72 | 1124
P (x)=P(X=x) | /4 /72 [512 |1

From table, £(0)=1/4 p ()=1/3 p(2)=5/12

Marginal probability function of x is ,

From table,

1/4,x=0

P.(X)={1/3,x=1

5/2,x=2

p,(1)=5/24 P(2)=1/3 P,(3)=11/24

5/24,Y =1
P,(Y)=4{11/24,y =2

Marginal Probability function of Y is ,

Example :5

From the following table for joint distribution of (X, Y) find

The marginal distributions are

Y/X 1 2 3
P (y)=PY =y)
1 221 | 321 | 421 9/21
2 321 | 421 | 521 12/21
P.(x)=P(X =x) | 521 | 721 | 9/21 1

The marginal distribution of X

Py (1)=P(1,1)+P(1,2) =2/21 +3/21=P*(3)=9/21
Py (2) = P2,1)+P(2,2) = 3/21 + 4/21= Py(2)=7/21

P (3)=P@3,1)+P(3,2) =4/21 +5/21=P x (3)=9/21

KAHE
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. [5/21x=1
7/21,x=2
P (x)=(9/2Lx=3

Marginal probability function of X is

The marginal distribution of Y

P(1)=P(l, H+P 2, 1)+P (3, 1)
—2/21 +3/21 +4/21=9/21

P2 =p(1,2)+P(2,2)+P (3,2)
= 3/21 +4/21 +5/21= 12/21

3/21,y=1

P.(v)=
1) {4/21,)/:2

Marginal probability function of Y is

Exercises:

1. Given is the joint distribution of X and Y

Y/X 0 1 2

0 0.02 0.08 0.10
1 0.05 0.20 0.25
2 0.03 0.12 0.15

Obtain 1) Marginal Distribution.

2) The conditional distribution of X given Y =0.

2. The joint probability mass function of X & Y is

XY 0 1 2

0 0.10 0.04 0.02
1 0.08 0.20 0.06
2 0.06 0.14 0.30

Find the M.D.F of X and Y. Also (X <LY <1) and check if X & Y are independent.

3. Let X and Y have the following joint probability distribution

Y/X

1

KAHE
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3

0.20

0.30

5

0.10

0.15

Show that X and Y are independent.

4. The joint probability distribution of X and Y is given by the following table.

1) Find the probability distribution of Y.

XY 1 3 9
2 1/8 1/24 1/12
4 4 Y 0
6 1/8 1/24 1/12.

i1) Find the conditional distribution of Y given X=2.

i1) Are X and Y are independent.

5. Given the following distribution of X and Y. Find
1) Marginal distribution of X and Y.
i1) The conditional distribution of X given Y=2.

XY -1 0 1

0 1/15 2/15 1/15
| 3/15 2/15 1/15
2 2/15 1/15 2/15

Example : 6

If the joint probability density function of (X, Y) is given by /(x,¥)=2, 0<x<y<I.
Find marginal density function of X.
Solution:

Given f(x,»)=2 0<x<y<]
To find marginal density function of x:

o 1 0<x<y.
g0 = [ fCoydy  [2dy =2[1-x]

b

Example:7

If the joint probability density function of X and Y is given by

KAHE
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f(x’y)z{%@—x—y), 0<x<2,2<y<4
0

, otherwise

P(X <1nY <3) p(X<%/<3) f(lj
Find (i) (ii) (i)~ \x ).

Solution:

f(x,y)={é<6_x_y>, 0<x<2,2<y<4
0

Given , otherwise

i)  Tofind P(X <1nY<3);
P(X <1nY<3) L3
[[ (e, y)dyax

= 02

113
jj(6—x—y)dydx
02

Il
| Ww oo

i) Tofind © (¥ W< 3)

P(X<%/<3):P(X<1 Y <3)

P(Y<3) e, (1)
To find P(Y <3):
P(Y <3)= [ [ f(x,y)dydx
23 1
~ _Hg(6 —x—y)dydx

Il
oo |

3
plX <1 ==
Equation (1) becomes ( A < 3) 5

iii)  Tofind S (¥/x):

KAHE
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S(x,p)
/x) = L)
We know that Jr [ (%)

bﬂ00=£fUaW@f=%£®—x—yﬁW

=103-x),0<x<2.

1 O0<x<2, 2<y<4
§(6_x_y) 6—x—y

f(y/x)= I = 6Bon)
CREY *

Example : 8

If the joint distribution of X and Y is given by
F(x,y)=(1-e")1-e”  for ¥>0,y>0
=0 , otherwise
(1) Find the marginal densities of X and Y (ii) Are X and Y independent?
(iii) PA<X <3]1<Y<2)
Solution:

Given F(x,y)=(1-e")(1—-e"

—-X

=l—e —e? +e "

fp) = EEE)
The joint pdf is given by dxdy
52
flxy)= s (l—e™ —e™ 4+ )
= o)

f(x,») :e—(x+y)’x20’y >0

' ' - - S0 = [ £y
1) The marginal density function of X is e

o0

f(x)= je’(“y)dy =e",x>0

0

- - - SO = [ £ y)dx
The marginal density function of Y is S

KAHE Page
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0

S=[etdr=e",y20

0

i) Consider /(x).f(y)=e"e™ =™ = f(x,y)
ie) X and Y are independent.
iii) PA<X <31<Y<2)=P(1<X <3).P(1<Y <2)

3 2

) [feoyde| f()dy = [eax[edy

1 1

(1-e’)(1-¢)

e

Exercises:

1. The joint p.d.f. of the two dimensional random variable is,
8xy
f (x, y) =¢ 9’

0, otherwise

I<x<y<?2

(1) Find the marginal density functions of X and Y.

(i1) Find the conditional density function of Y given X=x.
2. If the joint Probability density function of two dimensional R.V (X,Y) is given by

X+ 0<x<1,0<y<2

flxy)= 3

0, otherwise

Show that X and Y are not independent.

Covariance

It is useful to measure of the relationship between two random variables is called
covariance. To define the covariance we need to describe the expected value of a function of
two random variables C(Xx,y).

Covariance:

If X and Y are random variables, than covariance between X and Y is defined as

Cov(X,Y) =E{[X - EM)][Y - EW)]}

KAHE Page
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_E{XY - XE(Y)—E(x)y+E(X)E(Y)}
= E(XY)—E(X)—E(Y) - E(X)E(Y)+ E(X)E(Y)
Covariance (X, Y)= E(XY)-E(X)E(Y) ... (A)
If X and y are independent, then E(XY)=E(X)EX) .. ... (B)
Substituting (B) in (A), we get Covariance (x, y) =0

If X and Y are independent, then COV(XY)=0

Correlation:

If the change in are variable affects a change in the other variable, the variable are
said to be correlated In a invariable distribution we may be interested to find out if there is any
correlation or co-variance between the two variables under study.

Types of correlation:

1) Positive correlation
2) Negative Correlation

Positive Correlation:

If the two variables deviate in the same direction i.e. If the increase (or decrease) in
one results in a corresponding increase (or decrease) in the other, correlation is said to be direct
or positive.

Example: The Correlation between

a) The height, and weight of a group of person and
b) Income and expenditure

Negative Correlation:

If the two variable constancy deviate in opposite directions i.e. if (increase 9or
decrease) in one result in corresponding decrease (or increase) in the other correlation , is said to
be negative.

Example: The Correlation between

a) Price and demand of a commodity and
b) The correlation between volume and pressure of a perfect gas.

Measurement of Correlation:

We can measure the correlation between the two variables by using Karl-Pearson’s
co -efficient of correction.

KAHE Page
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Karl-Pearson’s Co-Efficient of Correlation:

Correlation co-efficient between two random variable X and Y usually denotes by (X,Y)
is a numerical measure of linear. Karl Pearson’s co-efficient of correlation between x & y is
1 d. =y
> d}/n(n® 1), o N
r=1-6 "o , where =
Relationship between them and detained as

r(x.y) = COVX.Y) AN Iy oy 5

O yOy Where COV =N

6X=\/%zxz_x—2,)7:z)(

n

(n 1 — 1s the number of items in the given data)
o, = /—ZY2 -7,
n

Note:

1. Correlation coefficient may also be denoted by r(x,y)
2. If r(x,y) = 0, we say that x & y are uncorrelated.

3. When r =1, the correlation is perfect.

Example :9

Calculate the Correlation co-efficient for the following heights (in inches) of father x and
their sons y.

Solution:

Method : 1

X Y XY X2 Y?

67 67 4355 4225 4489

66 68 4488 4356 4624

67 65 4355 4489 4225

67 68 4556 4489 4624

68 72 4896 4624 5184

69 72 4968 4761 5184

KAHE Page
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70 69 4836 4900 4761

72 71 5112 5184 5041

Y (x) =544 Y (y) =552 YXY =37560 | Y x*=37028 | y*=38132
Now

X =544/8=68

Y =544/8=69

X Y =68%69 = 4692

o, =+1/n sz—;

—/37028/8 — 4624 =2 12]

—/38132/8-4761 =2 345

Cov(X,Y)

r(X,Y)= OxOy

:1/n2xy—x;/axoy

=1/8%37560-4692/2.121%2.345

=3/4.973
=0.6032

It is positive correlation.

Example:10 Find the co-efficient of Correlation between industrial productions and expose

using the following data

Production (x) 55 56 58 59 60 60 62

Export (y) 35 38 37 | 39 44 43 44

Solution :

X Y U =X-58 V=Y-40 |UV U2 V2

55 35 -3 -5 15 9 25

56 38 -2 -2 4 4 4

KAHE Page
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58 37 0 3 0 0 9
59 39 1 1 1 1 1
60 44 2 4 8 4 16
60 43 2 3 6 4 9
62 44 4 4 16 16 16
Yy U=4 YU=0 |YUV=48 |Y U°=38 |SV'=8

Now U=2U/n=4/7_ 5714

r=X,Y)=r(U,V)=COVU,V) joy, *o, =6.857/2.258*%3.38 = 0.898[using (1), (2) & (3)]
r=0.79
The value between 0 to 1. So it is positive correlation.

Example :11

Find the Correlation co-efficient for the following data.

X 10 14 18 22 26 30

Y 18 12 24 6 30 36

Solution:

X Y U=X-22/4 | V=Y-24/6 | UV U’ \%

10 18 -3 -1 3 9 1

14 12 -2 -2 4 4 4

18 24 -1 0 0 1 0

22 6 0 -3 0 0 9

26 30 1 1 1 1 1

30 36 2 2 4 4 4

KAHE Page
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Y U=-3 YV=3 |SUV=12 |SU=19 |[YV'=19

Now U=>.U/n=-3/6=-05

V=>V/n=-3/6=0.5

E uv
COVU,V)=“~=
nUV =175

o, =42 U -U"
—/19/6 —(0.5)> =1.708

S r(x,¥) =0.6
The value between 0 to 1. So it is positive correlation
Rank Correlation:

Let us suppose that a group of n individuals are arranged in order of merit or proficiently
in possession of two characteristics A & B.

> d} n(n® 1), i %=,

r=1-6 "= ,where =
Note:
This formula is called a Spearman’s formula .
Solved Problems on Rank Correlation:
Example :12

Find the rank correlation co-efficient from the following data:

RankinX |1 |[2(3[4|5|6|7

RankinY 4 |3|112|6|5|7

Solution

X Y| d=x-y di?

1 4 -3 9

KAHE Page
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2 3 -1 1
3 1 2 4
4 2 2 4
5 6 -1 1
6 5 1 1
7 7 0 0

Sdi =0 yd2 =20

Rank Correlation co-efficient

> d? In(n’ -1y, i moy

r=1-6 " , where =
=1-6x20/7(49-1) = 0.6429

Example : 13 The ranks of some 16 students in mathematics & physics are as follows.
Calculate rank correlation co-efficient for proficiency in mathematics & physics.

Rank in 1 |2 [3|4]|5|6|7(8[9 |1 |11|1 |1 [14|1 |16
Mathematics 0
Rank in Physics L |1 [ 3]4[5(7[2{9(8|1 (15|91 |[12|1 |13
1 4 6

Solution:

Rank in | Rank in|d=X-Y, d?

Mathematics(X | Physics(Y) l

)

1 1 0 0

2 10 -8 64

3 3 0 0

4 4 0 0

5 5 0 0
KAHE Page
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6 7 -1 1
7 2 5 25
8 9 -1 1
9 8 1 1
10 11 -1 1
11 15 -4 16
12 9 3 9
13 14 -1 1
14 12 2 4
15 16 -1 1
16 13 3 9
3 d, = >d?=136
Rank correlation co-efficient
i d?/n(n® -1), 4 Xy
r=1-6"= where =
r=0.8
Example : 14

10 competitors in a musical test were ranked by the 3 judges X, Y, Z in the following
order

A BCDEFGHTIIJ

Rank in X 1 6 5103 2 4 9 78
Y 358 4 71021 69
Z 6 498 12 31057

Using Rank correlation method, discuss which panel of Judges has the nearest approach to
common likings of music.

X Y Z D, ="V D=Yi— % D=X;—% D D, D;?

KAHE
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1 [3 [6 [=2 3 5 4 9 25
6 |5 [4 |1 1 2 1 1 4
5 |8 9 [-3 -1 4 9 1 16
10 |4 [8 |6 4 2 36 16 4
3 (7 |1 |4 6 2 16 36 4
2 |10 ]2 [8 8 0 64 64 0
4 |2 [3 |2 -1 1 4 1 1
o |1 1078 9 -1 64 81 1
7 6 |5 |1 1 2 1 1 4
8 |9 |7 [ 2 1 1 4 1
Yd =200 Yd =214 Yd2=60

The rank correlation between X & Y is
! ) d’/n(n*-1)

r =1-6 ; =-0.212

The rank correlation between Y& Z is
2 > d’/n(n*-1)

r =1-6 IZ:; =-0.296

The rank correlation between X & Z is
3 y d’/n(n*-1)

r =1-6 ; =0.636

Since the rank correlation between X & Z is maximum and also positive, We conclude that the
pair of Judges X & Z has the nearest approach to common likings of music.

Exercises:

1) Calculate the Karl Pearson’s co-efficient of correlation from the following data
X 25 26 27 30 32 35
Y 20 22 24 25 26 27

2) Find the co-efficient of correlation of the advertisement cost & sales from the following data

KAHE Page
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Cost: 39 65 62 90 82 75 98 36 78
Sales: 47 53 58 86 62 68 91 51 84
REGRESSION
Definition:

Regression is a mathematical measure of the average relationship between two or more
variables in terms of the original limits of the data.

Lines of regression:

If the variables in a bivariate distribution are related we will cluster around some
curve called of regression. If the curve is a straight line, it is and called the line of regression
and there is said to be linear regression is said to be curve linear.

— a J—
y=y =r. 2 (x-x)

The line of regression of y on x is given by Ox

where r is the correlation coefficient, 9, and Ox are standard deviation.
| | o xx =120y

The line of regression of X on Y is given by ox

Angle between two line of regression:

If the equation of lines of regression of Y on X and X on Y are

— a — _ a —
y—y:r.—y(x—x) x—x:r.—x(y—y)
ox and oy

The angle '0' between the two line of regression is given by

[—r*  Oyox
rooox"+0y’

tan 0 =

Regression coefficients:

oY

Regression coefficient of Y on X, : ox o (1)
r ox =b
Regression coefficient of XonY, a8y ... (2)
From (1) and (2) we get
%% = by by
KAHE Page
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Correlation coefficient 7= F/bxy * Dy
The regression coefficients byy and b» canbe easily obtained by using the following formula.
> (-0 (-y)
by, = =
Z (x—x)
> (=) (=)
by =

> =)

Solved Problems on Regression:

Example:15

The equations of two regression lines are 3x+12y=19, 3y+9x=46. Obtain the mean value of X
and Y.

Solution:
Given the lines are 3x+12y=19,

3y+9x=46
Since both are passing through (_X,E , we get

3x+12y=19 ... 1)
9x+3y =46
Solving equation (1) & (2) we get 33; =11

y=—=033 7V _ , xX=3
33 , value sub in equation (1) we get

(x,y) = (5,0.33)
Example:16
From the following data, find
1)The two regression equations.
i1) The co-efficient of correlation between the marks in economics and statistics.

iii))The most likely marks in statistics when marks in economics are 30.

KAHE Page
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Marks in 25 28 [35 [32 31 ]36 29 [38 [34 32

Economics

Marks in 43 46 |49 |41 36 |32 31 (30 [33 |39

Statistics

Solution:
X Y X-X=X-32|Y-Y=Y-38| (X-X)* (Y-Y)> (X-X)(Y-Y)
25 43 -7 5 49 25 35
28 46 4 8 16 64 32
35 49 3 11 9 121 33
32 41 0 3 0 9 0
31 36 -1 2 1 4 2
36 32 4 -6 16 36 24
29 31 3 -7 9 49 21
38 30 6 -8 36 64 48
34 33 2 5 4 25 -10
32 39 0 1 0 1 0
2X=12Y=YX-X)=0 |Z(r-1)=0 | S(X-X)’=|X(¥-Y)=|2(X-X)(Y-V)=
320 380 140 398 93
_ X _
yapd pol?
Here n and n
320 5, 380 _4¢
=1 = 10
KAHE Page
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Coefficient of regression of Y on X is

Y (X-X)(¥-Y) _=9%B
Z(X_)_()z 140

bYX =

Coefficient of regression of X on Y is

p 2L X-0r-v) _ =9
. 2. (¥-1) B 02337

Equation of the line of regression of X on Y is

x=x=by(y-y)

X —32=0.2337(Y-38)
X=-0.2337 y+0.2337 *38 +32
X=-0.23374 +40.8806

Equation of the line of regression of Y on X is
y=y=b,(x-x)
Y-38=-0.6643(x-32)
Y =-0.6643 x+38+0.6643*32 =-0.6642x+59.2576

Now we have to find the most likely marks in statistics (Y) when marks in economics (X)
are 30.we use the line of regression of Y on X.

Y =-0.6643x+59.2575
Put x=30, we get

Y =-0.6643*30+59.2536 =39.3286 =39
Example :17

Height of father and sons are given in centimeters

X:Height of father 150 152 155 157 160 161 | 164 | 166

Y:Height of son 154 156 158 159 160 162 | 161 | 164

Find the two lines of regression and calculate the expected average height of the son when the
height of the father is 154 cm.

Solution:
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Let 160 and 159 be assured means of x and y.

X y U=X-160 | V=Y- u? v? uv
159
150 | 154 -10 -5 100 25 50
152 | 156 -8 3 64 9 24
155 | 158 -5 -1 25 1 5
157 | 159 3 0 9 0 0
160 | 160 0 1 0 1 0
161 162 1 3 1 9 3
164 | 161 A 2 16 g 8
166 | 164 6 5 36 25 30
DV =2|DU=-15| Y V*=74 | YUV =120
dU=-15

Now X =158.13 and Y =159.25

Since regression coefficient are independent of change and of origin we have regression
coefficient of Y on X

Coefficient of regression of Y on X is

by, = > (X—)_()(_Y—?) _ 2P0 _ 555
2 (X =Xy

Coefficient of regression of X on Y is

y 2 (X -X)-1)
T2 = 1.68.

Exercise:

1. The two lines of regression are 8x—10y =66 and 40x—18y —214 =0 The variance of X is 9.
Find 1) the mean values of X and Y ii) Correlation between X and Y.
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Unit 3. Markov Processes and Markov Chains

NOTES
SEMESTER-IV

QUESTION BANK —111
UNIT-11l —=MARKOV PROCESSESAND MARKQOV CHAINS

PART -A
Problem 1 Distinguish between wide sense stationary (WSS) and strict senseystationary (SSS)
random processes.
Solution:
A processis said to be wide sense stationary if it satisfies the following conditions.

i) E[X(t)]=X = Constant
i) E[ X (t) X (t+7)]=Ry (r), afunction of 7 only.

A process is said to be strict sense stationary of it is Stationary if al its finite dimensional
distributions are invariant under translation of time parameter.i.er,

Fr (X0 X0 X bty ) = £ (X0 %, X5t + At £t + &) for dll t,t,,....t, and any redl
number A.

Problem 2 Find the invariant probabilities fer the Markov chain {Xn : n21} with state space

{0,1} and one step tpm P:[ - ]
¥ (2

Solution:
0 W1
P =1 is [myer |\ 0| =[ 70, 7, | Withmy + 71, =1
2 2

1 1
=>§7r1=7r0 and 7t0+§7t1 =T,.

=>@ry=r, and 2z, =1-r,=> 31, =1=>n, :% 7t1=§

Problem 3 What is a Markov process?
Solution:

If for t, <t, <t <..... t, <t, P X (t)<x/ X (t,)=%,X(t,)=%..X(t,) =X, ]

_PIX(O<xIX(1)= 5]
then the process { X (t)} is called aMarkov Process.

Problem 4 Defineirreducible Markov chain.
Solution:
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Unit 3. Markov Processes and Markov Chains

Ifinthetprn, R," >0 for some n and for al i and j, then every state can be reached from every
other state. When this condition is satisfied, the Markov chainis said to be irreducible.

Problem 5 State four properties of a Poisson process.
Solution:
i) Poisson processis a Markov process.
ii) Sum of two independent Poisson processes is a Poisson process.
iii) The difference of two independent Poisson processesis not a Poisson process.
Iv) Theinter-arrival time of a Poisson process with parameter 4 has a exponentia

distribution with mean %

Problem 6 Consider the random process X (t) = cos( .t +6) where 6 <s uniformly distributed

intheinterval —z to 7 . Check whether { X (t)} is stationary or not?
Solution:

Since 0 is uniformly distributed in (—z,7) f (0) =2i 7 <0< %
T

E[ X (t)]=E[Cos(ant+6)]= ]‘ Cos( ot +0).2id0

n
:i[—Sin(a) t+0)]ﬂ
2 0 7
-1,
ZE[Sn(n +wgt) — S (egts ) |
-1-.
ZZ[Sn(Qot)+ Sn(r -a)ot)]
Snawt

- —[28in(ay)Je - =

which is afunction of t. Theefore { X (t)} isnot a stationary process.

Problem 7 Prove that afirst order stationary process has a constant mean.
Solution:

Consider atandom process { X (t)} at two different instants t, and t, .

E[X(tl)]:zxfx(x,tl)dx

E[X(tz)]:zxfx(x,tz)dx

t,=t+C

E[X(t,)]= [ xf(xt+C)dx= [ xf,(xt)dx ( X(t) isfirst order stationary )

2
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Unit 3. Markov Processes and Markov Chains

=E[X(t)]

S E[X(t)]=E[X(t,)] -~ E[X(t)]isaconstant.

Problem 8 If patients arrive at a clinic according to poisson process with mean rate of 2 per
minutes, find the probabilities that during a 1-minute interval, no patient arrives.

Solution:

Mean arrival rate= A =2/ min.

P[ no patient arrives during a 1-minute interval ]

- p[x(t):O]:#ft)O:e2 =0.135

Problem 9 Define Poisson random process. Isit a stationary process? Justify the answer.
Solution:

If X(t)represents the number of occurrences of a certain evéntin (0,t), then the discrete

random process {X(t)} is caled the Poisson processgprovided the following postulates are
satisfied.

i) P[ 1 occurrencein (t,t+At)] = AAt+ 0(At)
ii) P[ 0 occurrencein (t,t+At)] =1—AAt + Q(#At)
iii) P[ 2 or more occurrencesin (t,t+At)] = O(At)
iv) X (t) is independent of the number ©f @cCurrences of the event in any interval prior
and after theinterval (0,t).
v) The probability that the event oceurs a specified number of timesin (t,,t,+t) depends only

on t, but not on t,. Poissen processis not a stationary process, as its satisfied properties are time
dependent.

Problem 10 What'is meant by steady state distribution of a Markov chain?

Solution:

If a homogenous Markov chain is regular, then every sequence of state probability distributions
approaches,a“unique fixed probability distribution called steady state distribution of Markov
chain.

Problem 11 What is the super position of n independent Poisson processes with respective
averagerate A, 4,,......A, ?

Solution:
The super position of n independent Poisson processes with average rates A, 4,.......A, isanother

Poisson process with averagerate A, + A, +....... +A,.

Problem 12 What is a stochastic matrix? When isit said to be regular?
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Unit 3. Markov Processes and Markov Chains

Solution:
If B, >0 and ZF?I. =1 for al i, then the matrix (B,) iscalled astochastic matrix.
j

A stochastic matrix is said to be a regular matrix, if al the entries of P™(for some positive
integer m) are positive.

PART -A

Problem 13 Two random processes X (t) and Y(t) aredefined by X (t)= Acoswr +Bsinwr
and Y (t)=Bcoswr — Asinwr show that X (t) and Y (t)are jointly wide sense stationary if A

and B are uncorrelated random variables with zero means and the same Variances and @ is a
constant.
Solution:

Given E(A)=E(B)=0and V(A)=V(B) 0 ..E(A*)=E(B}
A and B are uncorrelated. E(AB)=0
Ry (tut,) = E[X (L)Y (t )]
= E[(Acosot, + Bsinot,)(Bcosot, + Asinot,) |
= E[ ABcosot, cosot, - A cosot, i@, + B?sinot, cosot, - ABsinot sinot, |
= cosot, coswt,E(AB) - cosot, inwt,E( A )#Sinot, cosot,E(B?)-sinot, sinot,E (AB)
= —E(A?)[cosot,sinot, —sinot, cos@t,]
= E(A?)[sinot, cosot, —cosot, shot,]
=o’sno(t,-t,) ( E(A)=E(B¥=o’sy)
= afunction of (t, - t,)

Now to show that individually they are WSS
X (t) = Acosot «BsiNwt

E[ X (t)]=c0swt E(A)+sinat E(B)=0
- B[%(t) ] isaconstant.
Rex (1, )= E[X (t).X (tz)]
= E[(Acosat, + Bsinat, ) +(Acosat, + Bsinat, ) |
= E[A2 cosat, + coswt, + ABcoswt, Sin wt, + BASIn wt, coswt, + B sin ot, sin a)t2]
= cosot, cosot, E( A?)+ E( AB)(cosat, inet, +sinat, cosat, ) +sinat,sinet, E(B?)
= E(A?)[cosat, cosat, +sinet,sinat, |
=c’coso(t,—t,)
= afunction of (t,—t,)

WWV. csetube.in


http://www.csetube.in
http://www.csetube.in
http://www.csetube.in
http://www.csetube.in
http://www.csetube.in

ww. cset ube. i n gf

Unit 3. Markov Processes and Markov Chains

Thus X (t) isWSS.
Now Y(t)=Bcoswr — Asinor
E[Y(t)|= E[Bcoswt - Asinot]
=coswt E(B)-sinot E(A) =0
~.E[Y(t)] isaconstant.
Ry (tuty) = E[Y(tl)Y(tz)]
= E[(Bcosat, — Asinat, ) (Bcosat, - Asinat, ) |
= E[ B’ cosat, cosat, + BAcosat, inat, — ABSin e, cosat, + A sin o, §in ot |
= cosot, cosat, E (B?)— E(AB)(cosat, sinwt, —sin o, cosat, ) +(sinet, S, ) E(A?)
= E(A?)[cosat, cosat, +sinet,sinat, |
=c’coso(t,—t,)
= afunction of (t,-t,)
~{Y(t)} isawss.,
X(t)and Y(t)arejointly WSS.

Problem 14 Find the mean and auto correl atiemof the Poisson process
Solution:

For a Poisson process, E[ X (t) | =¥ X (="t and E|[ X*(t) ] = At+A%?
R (tty) = E[ X(t) X (t,)]
= E[X(t){X (t) )+ X (8)}]
= E{X (X ) (1) ]} + E[X* (1)
=E[ X{tJE[ X(t,)- X (t,) |+ E[ X*(1,)]
= A%t - )+/1t1+/12t,12
=Att, + At
R (f )= A%tt, + At
Cox (t06) = Re (t,t,) —E[ X (1) X (t,) ]
=A%t + At - A%t = At
Cox (tirt5) Ay

(i) VX VX(R)] AR
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Problem 15 Given a random variable Y with characteristic function ¢(w)=E(€*’) and a
random process defined by X (t)=cos(At+y); show that {X(t)} is stationary in the wide
senseif ¢(1)=¢(2)=0.
Solution:
$(1)=0=>E[€” |=0=>E[cosy+isiny]=
=> E(cosy)=0and E(siny)=
=> E(cos2y)=0and E(sin2y)=0
. E[ X(t)]=E[cos(at+y)]
= E[cosAtcosy—sinAtsiny|
=cosAt E[cosy|-sinAt E[siny]=0
- E[ X(t) ] =Constant
E[ X (t,) X (t,)]=E[ cos(at, + y) cos(At, +y) |
= E[ (cos At,cosy—sin At;siny)(cosAt,cosy—sin At,siny) |

= E[cos)utlcosﬂbt2 cos” y—COS At,Sin At,cosysiny —sin 4t cos AtySin 'y cosy

Unit 3. Markov Processes and Markov Chains

+sin At sin yAt,sin? y]
= CosAt, CosAt, E| cos’ y |- (cosAt, sin 4, & simAtycosit, )
E[cosysiny]+sinAt,sin it, E[ sin’y |
= CosAt, cosAt, E[ cos’ y |+ sindt,§in Aty | sin® y |-sin A(t, +1,) E[sinycosy]

= COSAL, COSAL, E[“ C(;sZy} St sinAt, E[l‘ Cgszy} —sinA(t, +t,) E[—ZS'“ écosy}

= %[cos/lt1 oS At, +Sin Atsin At, | +%cosit1 cosat, Ecos2y - %si nAt,sint, E(cos2y)
—sinl(t1+t2)% E[sin2y|

=%cos&(t1—t2)

=afunctionof (t,~t,) ..{X(t)}isaWsSS.

Problem 16 If {X(t)}is a Gaussian Process with x(t)=10and C(t,t,)=16e"", Find the
probability that i) X (10) <8 ii) |X (10)- X (6)| < 4.

Solution:
X (10) isanormal variant with mean 1(10)=10and C(10,10) =16. Therefore SD = 4.

) P[X(lo)gsjzp{x(lo)—10£8—1o}

4 4

6
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Unit 3. Markov Processes and Markov Chains

=P[Z<-05]=05-P[Z <0.5]

=0.5-0.1915 (from Normal tables)
=0.3085

ii) X(10)- X (6)isanormal variant with mean x(10)—u(6)=10-10=0
V[ X(10)- X (6)]=V[ X (10) ]+V[ X (6) |- 2Cov(X (10), X (6))
=C(10,10)+C(6,6)—2C(10,6)
=16€° +6€° — 2¢
=31.414

-.SD of [ X(10)- X (6) | =5.6048.

X (10)-X(6)-0 _ 4

56045 | 56048
= P(|Z|<0.2611) = 2x 0.2611=0.5222

Problem 17 A man either drives a car or catches atrain to getooffice€ach day. He never goes 2
days in arow by trains but if he drives one day, then theinext day he is just as likely to drive
again heisto travel by train. Now suppose that on the first day,of‘the week, the man tossed afair
die and drove to work if and only if a‘6’ appeared4kind I he probability that he takes a train

on the third day. ii) The probability that he drivesto work i the long ran.
Solution:

- P||X(10)- X (6)|<4]=P

i) Heretrain (T) and car(C) are the states. Thetpm P =

NIk O
NIk

Initial state probability distribdtion
P = F,l}

6 6
Pltraveling by carj=P[getting 6 =%

Pltraveling by train}= 2
P(z):P1P=F,E} o :_i,l_l}
6'6]| 1, V| [12'12

P(3)=P2P={i 1_1}{0 . _{E E}
12°12 % % 24’ 24
11

Probability that the man travels by train on 3 day = o

i) Let 7 =(m,7,) bethe stationary state distribution of the Markov chain. By property of
nP=r
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Unit 3. Markov Processes and Markov Chains

2= and 7[1+§7T2 =7,

2r, =1,
Also 7, +m,=1( Since risthe probability distribution)
1 2
A2 =l=>n == .1, =—
1 1 1 3 2 3

.. Probability that he travels by car in the long run=§ )

Problem 18 Prove that the difference of two independent Poisson processes‘is not a Poisson
process.
Solution:

Let X (t)=X,(t)- X,(t)
E[x (t)]=E[X,(t) E[x )= -2,)t
[X*(1)]=E{[X,(1)- }
[ X2 (1)

RS

[xf(t)]+E )]- 2E[x (t)%a(t)
=E[X()]+E[X;*(1)|-2E[ X, (B[ X (V)]
= (A )+ (277 + ) — 2t (Ry)

= (A + A, )t+ (A7 + 2,7 )6 22,24t

(A 20 )t+ (A - 24

# (X =2 )+ (2 S

- X, (t)— X, (1) Tsn6t a Poisson process.
Problem 19 Show that) the random process X (t)= Acos(wt+6)is wide sense stationary if
Aand o are constant and 6 is uniformly distributed random variable (0, 27)
Solution:

Since’d isuniformly distributed in (0,27) p.d.f. f(9):2i (0<0<2r)
T

X (t) = Acos(wt +6)

E[X (t)]= [ - Acos(ot +0)do = [sn(wt+0) ],

o 27
=£[sin(a)t+27r)—sin(wt)]

ZZA[Sina)t—Sina)t]zo
s
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R(t.t,) = E[X (t) X (tz)]
= E[ Acos(at, +6).Acos(wt, +6) |
= E[ A cos(at, +0)cos(at, +0) |

2

=A7E[cosw(t1+t2)+29+cosw(t1—t2)]

Unit 3. Markov Processes and Markov Chains

AZ 27 1
= 2—[cosw(tl+t2)+20:|+cos[a)(tl—t2):|d0
0

A (F 2n v
:7{[sn(a)(tl+t2)+20)]o +coso(t, —t,)[0], } . Q
:%{sin(a)(tl+t2)+4ﬂ)—sin(a>(t1+t) (cosa( +t2))}27r

7T
:%Z[sina)(tﬁtz)—sinw(tﬁt) 27 coso (t @ ¢

T
=4i22ncosw(t -t,)= AZcoswt1 t,) Q

7T

=afunction of t, —t,
.. Theprocess X (t)isW.S.S. &
Problem 20 Given a random process Ot +9 where 6 is uniformly distributed
over (-z,7), provethat the process elation ergodic.
Solution:

Thep.d.fof 6 is f(

Ry (7)=E[X(t)
= E[10cos(1

]0
5(100(t+7)+6)]

+100r +20) + cos100r |

V4

(200t +100z +26) | -1 [ cos( 200t +1007 + 20 )do

2

-7

sin(200t +100z +20) |*
2

-

=4i[(sin200t +100z + 277 ) - sin (200t +1007 — 2]
T

=0
E[ cos(100r ) | = cos100r

R (7) =50c0s1007
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Ensemble correation

: T
_ ML )X ()t
T—>w02T %

lim

:
% [ [ 50051007 +50c0s( 200t +100z + 29)]dt}
a

_|
.

200

lim 25 |

= 500051007 +-= [ cos(200t +100r +20 ot
-T

T oo{

o0
.
50c0s100¢ +?{sin( 200t +100z +26 ﬂ }
T

_lim
Tow
=50c0s1007 +0

=Ry (7)

A process { X (t)}is said to be ergodic in correlation if
lim 1 % dt -

T E_J;X(H—T)X(t) t =Ry (7)

Hence the given process is correlation ergodic

{ 5005100z +§xi[sin(200T +100r + 26 ) —sin(—200T +100r% 29)]}
T 200

Problem 21 Define a random process (stechastic process). Explain the classification of random
processes. Give an example to each class.

Solution:

A stochastic process is a family of,randem variable { X (s,t)/se S,;te T}, where Sis called the

state space and T is called the index set/space.

Typel
Discrete S and discrete,T:

Eg: X(t)is theyoumber of defective items found at trials t=1,2,3,...(Discrete random
sequence)

Typell
Discrete Sand continuous T

Eg: X (t)is the number of telephone calls received during the interval (0,t),t >0 (Discrete

random process)

Type-lll
Continuous S and discrete T

Eg: X(t) is the amount of rainfall measured at time t=12,3....(Continuous random
sequence)

TypelV
Continuous S and discrete T

Eg: X(t) isthe amount of rainfall measured at time t,t > 0 (Continuous random process)

10
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Problem 22 If the process { N (t):t > 0} is a Poisson process with parameter 4 , obtain
P[N(t)=n]and E[N(t)]
Solution:
Let A be the number of occurrences of the event in unit time.
Let Pn(t)represent the probability of n occurrences of the event in the interval (O,t).
i.e, B (t)=P{N(t)=n}
- B (t+At)=P{N(t+At)=n}
= P{n occurences in the time (0t + At}

Unit 3. Markov Processes and Markov Chains

n occurences in the interval (0,t) and no occurences in (t,t +At ) or
= P n—1loccurences in the interval (0,t) and 1 occurences in (t,ts At)or
n—2occurences in the interval (0,t) and 2 occurencesiin (t,t+At)or...
=P, (t)(1-2At)+ P, (t) AAt +0+...

RO 0-R )

Taking thelimitsas At — 0
d
G (O=2{Pu()-R O}

Thisisalinear differential equation.

t
et = j/l () A — ©)
0
Now taking n=1we get
e'R /lj P (t)e"dt -t 3)

Now, we have,
P, (t+ At)= P[0 occlirences in (0,t + At)]

= P[Qd@ccutences in (0,t) and 0 occurences in (t,t+ At)]

=B(t)1 - At]
R (t+ YR ) =R (1) (AA)
R A)-R)_

At
. Taking limit At — 0

Lt R(t+At)—R(t)

= )\P (t
At —0 At o(t)
dp, (t)
—0V _ AP (t

22— R 1)

11
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Unit 3. Markov Processes and Markov Chains

e, A=1
..(4) we have ¢ Q
P (t) —et \
.. Substituting in (3) we get VS
t t
e"R(t)=A[e e dt = [dt=t
0 0
R(t)=e"xt Q
Similarly n=2in (2) we have,

t t
R (t)e" =2 [R(t)e"dt = [ “Ate"dt =
0 0

e (At)’
R (t)e" ==
Proceeding similarly we havein @

P.(t)=P{N(t)=n}= _M(' J

Thus the probability di f N(t) isthe Poisson distribution with parameter At .
e ()" e ()T
~ 7 —(At A
z ne n! ( ) e Z ( n— 1) |

Problem Let X(t)=Acos(2t)+Bsin(At)where A and B are independent normally
distributed random variables N (0,o) . Obtain the covariance function of {X (t);—0 <t <o},

Solution:
E[ X (t)]=cosAtE(A)+sinAtE(B)=0

R (tutz) = EI:X (tl) X(tZ):I
= E[ A(cosat, + BsinAt, ) ( AcosAt, + Bsinat, ) |
= E[ A° cosAt, cosit, + B*sinit, sin At, +

12
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ABsinAt, cosAt, + ABsin At, cosAt, |
= E[ A’ cosat, cosit, + B’sinAtsinat, | E(AB)=E(A)E(B)=0
:E(Az)cosi(tl—tz)
=c’cosA(t,—t,)
Problem 24 The auto correlation function for a stationary processX(t)is given by

2
Ry (T)=9+2e™. Find the mean value of the R.V.y:IX(t)dt and variance of X (t).
0

Solution:
E[XO)]=,

E[ X?(t)|= R (0)=11.
E[Y(t)]:fE[x(t)]dt =.|2.3dt =3(t);=6

VIX(1)]=E[X?(t)]-{E[ X (t)]} =11-9=2
Problem 25 If {X(t)}is a WSS process With ‘aito Correlation function R, (r)and if
y(t)= X (t+a) - X (t—a).Show that Ry, (r J=2RINE) - R (7 +23) ~ Ry (¢ - 22)
Solution:
Ry (7)=E[y(t)y(t+7)]
=E[(X(t+a)- X (t-a))(X(fFa+mX (t+r-a))]
=E[X(t+a) X(t+7+a)|-EpX{t+a) X (t+7-a)]
~E[X(t-a) X (t+ma)}+ Ef X (t-a) X (t+7-a)]
Ry () - E[ X{(t%a)X (t+a+7-2a) |-E[ X (t-a) X (t—a+7+2a) |+ Ry (7)
=2R (7)s R (7 —2a)- Ry, (7 +2a)

lim
"M Joy2d" =3

Problem 26, Consider two random processes
X (t) =3ees(wt +3) and Y(t):2cos(a)t+9—%) where 6 is a random variable uniformly

distribution in (0,27). Provethat Ry (0)Ry, (0) 2[Ry, (7).

Solution:
Re (7)=E[ X(t) X (t+7)]
= E|9cos(at+0)cos(a(t+7)0)]
=9E[ cos(at +0)cos(wt + o1 +6) |

13
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E[ cos( 20t + ot +20 )+ coswr}

Unit 3. Markov Processes and Markov Chains

I
O

2

TCOS (20t + wt+20)+coswr | do
0 2 2

+cosani(9)

27 70

9
2
9 1 [Sin(Za)H—a)r +29)TT
2 0
9

RN(T)=E{2COS(CO1:+9—E) 2COS( (t+7)+6 - } .
= 4E[sin(wt +06)sin(ot+ o7 +6) |

:gE[cos((a)HQ) (0t + w7 +0))-cos(wt +6) Q@)

= 2{E[coswr] - E(cos( 20t + ot +20)) 0

_2005an—jcos 2a>t+an+29 dé@

|\>|=|

= 2C0SwT
~Ry(r)=2
Ry (7)= E{3cos(cot +

2c0s H)Q_EH
2

T+u)]

= E[ 6cos( w7+

Il
N
=
+
(S
3
~
Q.
N
+
w
—
2}
>
(S
3
o
N

(0)
IRy, (7)|=[3sinwr|<3=9= /R, (0)=R, (0)

14
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Unit 3. Markov Processes and Markov Chains

Problem 27 Define Markov chain and explain how you would classify the states and identify
different classes of a Markov chain. Given an example to each class
Solution:

The sequence { X, } isaMarkov chainif each X, isar.v. andif
P[Xn+1 = an+1/ Xo=8y, X, 1 =8,4,-. X, = ao]
= P[Xn+l :an+1/ Xn :an]
Let P =(P, ) be the one-step transition probability matrix.
Thestatei isrecurrent iff > R" =oo
n=0

The statei istransient iff > P < oo

n=0
Example:

1 0 O
Consider thep.tm P = 111

4 4 2

211

L4 4 4]

State“0" isrecurrent since Py, =1 and D[1%& oo
n=0

00 o0

State 1 and 2 are transcent since i P =2(1/4)" and i P, =Y (1/4)" are <o
n=0 n=

n=0 n=0
{0} isthe recurrent class and{d, 2}’s the transient class.

Problem 28 State the postulates of a Poisson process. State its properties and establish the
additive property for¢hePoisson process.
Solution:

If X(t) represents the number of occurrences of a certain event its (o,t), then the discrete
random process {X(t)} is caled the Poisson process provided the follwing postulates are
sati sfied.

i) P[L Occurrencein (t,t+At) | = AAt+0(At)

i) P[0Occurrencein (t,t+At)]=1-AAt+0(At)

iii)  P[2Or more Occurrencein (t,t+At) | =0(At)

iv) X (t) is independent of the number of occurrences of the event in any interval prior
and after theinterval (O,t).

V) The probability that the event occurs a specified number of limit in (t,+t,+t)
depends only on t, but not on t.

15
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Properties of Poisson process:

1. Poisson process is a Markov Process

2. Sum of two independent Poisson processes is a Poison process.

3. Difference of two independent Poisson processes is not a Poisson process.

4. Theinter-arrival time, i.e., the interval between two successive occurrence of a

Poisson process with parameter A has an exponentia distribution with mean 1

5. If the number of occurrences of an event E in an interval of length t is a Poisson process
{X(t)}with parameter A and if each occurrence of E has a content probability p of being

recorded and the recordings are independent of each other, then the number N(t) of the
recorded occurrencesint is also a Poisson process with parameter A P.

Additive property of Poisson process
Let X (t)=X,(t)+X,(t) where {Xl(t)} and { X, (t)} and independent Poisson processes.

P[X(t)=n]= ZP[X )=r JP[X,(t)=n-r]
et ﬂlt) e (2)"

R (o)

— g (et ZnC (At) ()™

=$ VAR : (O, + )
2 X, (t) + X, (t) isaPoisson process with parameter (4, + 4, )t

Problem 29 Let X be the random,variable which gives the intervals between two successive
occurrences of a Poisson progess with'parameter A . Find out the distribution of X.

Solution:
Let Eand E_, be two censecutive occurrences. Let E takes place at time instantt,. X is a
continuousr.v.

P[X >t]%PE1 did not occur in (t,t +t)]

= P[No event in an interval of length t]

_e ( P[X =0]= ermy C()IM)OJ

Thec.dfof Xis
F(t)=P[X <t]=1-&"
- f(t)=2e*;t>0 , whichisan exponential distribution with parameter A .

Problem 30 Draw the state diagram of a birth-death process. Write down the balance equations
and obtain expressions for the steady-state probabilities.

16
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Unit 3. Markov Processes and Markov Chains

Solution:

ho M

4
A'K px _lux+1 :A‘K—l px—l_ﬂ‘x pK’ RZ].,Of _(ﬂ’lc +:u;c)p1c +2’K—1pk—1+

APy = R

R-2PR
ty
K=1
(M )Pyt A g+ 1Py =0 0

p-22p,
)
Similarly @
K-1
PK =M%= 11 [
gy Hy i—o\Hi

Since > B, R =

K=0

010
Problem 31 Fi ure of the states of the Markov chain with the TPM P:% 0 %
1 0O
and the
Solution
1,451
2 2
P2=|0 1 O
1,51
2 2

17
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Unit 3. Markov Processes and Markov Chains

010
pP-prp=|1 o 1l-p
2 2
010
1,51
2 2
P*=P2P?=|0 1 0|=P?
11
2 2

P2n — PZ & P2n+1 — P

Also P >0, P, >0, P>>0
P:>0,P?>0,P,>0
P2>0,P;,>0,P,>0

= The Markov chainisirreducible

Also P?=P'=..>0 foral i

= The states of the chain have period 2. Since the chain'is finite irreducible, all states are non
null persistent. All states are not ergodic.

Problem 32 The one-step T.P.M of a Markev chain {X,;n=0,12,..} having state space

01 05 04

S={123} is P=|06 0.2 0.2jeand"the/initial distribution isz, =(0.7, 0.2, 0.1). Find (i)
03 04 03

P(X,=3/X,=1) (i) P(X4=3)(ily"P(X;=2 X, =3 X, =3, X,=1).

Solution:

(i) P(X, =3/ X, =1)@R(X, =8/ X, =3)P(X, =3/ X, =1)+ P(X, =3/ X, =2)P(X, = 2/ X, =1)
+P(X, =3/ X, =1)P(X, =1/ X, =1)
=(0.3)(0.4)+(0.2)(05)+(0.4)(0.1) = 0.26
043 031 0.26
P?=PP=/024 042 034
0.36 035 0.29

(i) P(X, =3)= . P(X, =3/ X, i) P(X, =)

= P(X2 =3/ X, zl)P(XO =1)+ P(X2 =3/ X, =2)F’(X0 =2)
+ P(X2 =3/ X, =3)P(XO =3)

= Plgp(xo =1)+ Pzzsp(xo = 2)+ P:E%P(Xo =3)

=0.26x0.7+0.34x0.2+0.29x0.1=0.279

18
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(iii). P(X;=2,X,=3X,=3X,=1)
=P[X,=1X,=3X,=3]P[X,=2/X,=1,X,=3 X, =3]
=P[X,=1X,=3X,=3]P[X;=2/X,=3]
=P[X,=1X,=3]P[X, =3/ X,=1,%X, =3]P[X, =2/ X, =3]
=P[X,=1X, =3]P[X, =3/ X, =3|P[X;=2/X, =3]
=P[X, =1]P[X,=3/ X, =1]P[X, =3/ X, =3]|P[X, =2/ X, =3]
=(0.4)(0.3)(0.4)(0.7) = 0.0336

Problem 33 Let {X; n=123,.....} beaMarkov chain with state space S= {0y, 2} and 1 - step

Transition probability matrix P =

invariant probabilities.

Solution:
0 1

P2=P.P= l E
4 2
0 1
11
4 2

P3=PP= E E
8 4
11
4 2

o Mk O

NN N I N

o Mk O

o sl O

01 0
% % =1 () 1s the chain ergodic? Explain (ii) Find the
01 0
101 1]

1 0| |4 2 4

11| |1 3.1

2 4| |8 4 8

1 0| |1
42 4|
173 1

1 08 4 8

1 1] |3 5 3

2\ 4| |16 8 16

10/ |1 3 1
8 4 8

RY >0, BYP& 0P >0, P >0, BY >0 andall other R® >0
Thereforetthe chain isirreducible as the states are periodic with period 1
i.e., apeésiodic since the chain isfinite and irreducible, al are non null persistent

.. The statesare ergodic.

0 1 0
7 @ mllE L tlelr m m
4 2 4
0 1 0
T
Zl=7ro ____________ @
Rg+—=+A, =My ———————————— (2

19

WWV. csetube.in


http://www.csetube.in
http://www.csetube.in
http://www.csetube.in
http://www.csetube.in
http://www.csetube.in

wa, cset ube. i QS'E
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T
21:”2 ____________ ()
Tg+my+m,=1——————————— 4
T, 7

From(2) n,+7,=m,——2=-2

() 0 2 1 2 2
Sy tm A+, =1
El+7z1:1
3,

7T0+——1:>7T0=% @
1 2 1 : >
ﬂo_g,ﬂ1=§&ﬂ2=€. <

Problem 34 Define

autocorrelation functi

= Find the mean

and variance of t X (t)} .

Solution:

Let { dom process. Then the auto correlation function of the process {X (t)} isthe

expected valtie of the product of any two members X (t,) and X (t,)of the process and is given
by Re (t.t,)=E[ X(t,) X (t,)] or Ry (t,t+7)=E[X(t) X (t+7)]
Properties:

(i) R(r) isanevenfunctionof t.i.e, Ry (—7)= Ry
(i) R(r) ismaximumat 7 =0 i.e, [Ry (7)< Ry (0)
(iii) Ry (0)=E(X?(t))

(%)

20
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. v Lt
(iv) wuy =X _|T|_>OORXX(T)
5 Lt Lt 4
= R(7)= 25+—>=25
Hx T —> (T) T — +1+6r2
o =3

E(X?(t)) =R (0)=25+4=29
Var (X (1)) = E[X* (1) ]-E[X (1) ' =29~ 25-4

Problem 36 Three are 2 white marblesin urn A and 3 red marbles in urn'B. At,each step of the
process, amarble is selected from each urn and the 2 marbles selected are inter changed. Let the
state a of the system be the number of red marblesin A after i changes. What is the probability
that there are 2 red marblesin A after 3 steps? In the long rum, What isthe probability that there
are2red marblesinurn A?

Solution:

State Space { X, } =(0,1,2) Since the number of ballin theurn'A isalways 2.

012

0
L
6
0
A

Marbles), B= 3R (Marbles)

I
30
I
= O

R(Marbles) B=2R& IW (Marbles)

Il
o
'S-U

Il

Wik NP gl

X

X, =2, A=2R(Marbles) B=1R& 2W (Marbles)
X

X

21
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=(1,0,0) asthereisnot red marblein A in the beginning.

PY =POP=(0,1,0)
p@ _ p(l)p:(l’ 1 Ej
6'2'3

p? _pop_(1 23 5
12' 3618

-.P(Thereare 2 red marblesin A after 3 steps) = P{X, =2} =

csEUID

5
a8

Let the stationary probability distribution of the chain be 7 = (ﬂ'o, Ty, 7y).

By theproperty of 7, zP=7 & n,+m +7m,=1

(770 7 772)

o ol o
WIN NP -
Wik Wik O

1
Eﬂlzﬂo
1 .2 _

—mt-n,=7
1 2 2
3

3
& my+m +m,=1

Solving 7,

=—,

10

P{hereare2 in A inthelongrun} =0.3.

22
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PROBABILITY AND QUEUEING THEORY

UNIT V
S.NO| Questions opt 1 opt 2 opt 3 opt 4 optS opt 6 [Answer
1 |Non markovian queueing model, the inter arrival and inter
service times were assumed to follow distribution exponential possion binomial normal exponential
2 |For the non Mrkovian queues formula is used to Pollaczek -
calculate the averange number of customers in the system Khinchine exponential possion binomial Pollaczek - Khinchine
3 In PK formula the follow a poission process with rate of
arrival A service arrival queue closed arrival
4 In PK formula the arrival follow a process with rate
of arrival A exponential possion binomial normal poission
5 In PK formula the arrival follow a poission process with rate of
arrival 1] a A B A
6 of queues can be described as a group of nodes network service arrival infinte network
7 Network of queues can be described as a group of
exponential possion nodes normal nodes
Inan network, customers enter the sysyem from outside
8 |and after service at one or more queues, eventually leave the arrival service
system closed queueing | open queueing |queueing queueing open queueing
In an open queueing network, customers enter the system from
9 and after service at one or more queues, eventually
leave the system between inside outside none of this outside
In an open queueing network, customers enter the sysyem from
10 |outside and after service at one or more queses, eventually
the system enter leave inside none of this leave
1 A network doesnot have any external arrival or arrival service
departures closed queueing | open queueing |queueing gueueing closed queueing
12 A closed queueing network doesnot have any or
departures external service |internal service |external arrival [internal arrival external arrival
13 |Arrival rate is denoted by 1] a A B A
14 |Service rate is denoted by 1] a A B 1]
15 In multi server queues, there are many channels which provides different
the facilities same serivice serivice same arrival __|different arrival same service
16 In queues, there are many channels which provides
the same serivice facilities single server two server three server multi server multi server
17 If any number of customers are allowed to join the queues then
the capacity of the system is one five finite infinite infinite




18 |No of customers in the system queue size service size arrival pattern |service pattern queue size
19 |No of customers in the system is denoted by n a [ d n
20 The state in which there are n customers in the system S n P n un L g S n
21 Transient state probability that exactly n customers are in the
system at the time t S n P_n() P n A_n P _n(t)
22 |Steady state probability of having n customers in the system S n P_n(t) P_n A_n P_n
23 |Mean arrival rate 1] a A B A
Mean arrival rate when there are n customers in the system
24
An U n Ls L g An
25 |Mean service rate 1] a A B 1]
26 Mean service rate when there are n customers in the system
A n yu_n L s L g un
27 In (M/M/1):(infinity /FIFO), the expected number of customers in
the system L_s = M(p-A) Y/ (-A) Y/ (p+A) AW/ (U-A) M(p-A)
8 In (M/M/1):(infinity /FIFO), the expected queue size L_s =
N(p-A) p/(p-A) p/(u-A) Ap/(p-A) N(p-A)
29 In (M/M/1):(infinity /FIFO), the expected number of customers in
the queue L g = W_s/(Mp) W_qg/(My) L_s-(Mp) L _g/(Mp) L_s-(Mp)
30 In (M/M/1):(infinity /FIFO), the expected waiting time of a
customers in the system W_s = W_s/A W_qg/(Mp) L_s/A L_g/A L_s/A
31 In (M/M/1):(infinity /FIFO), the expected waiting time of a
customers in the queue W_g= W_s/A W_qg/(Mp) L s/A L _g/A L _g/A
32 In (M/M/1):(infinity /FIFO), the avereage number of customers in
non-empty queues L w = N(Y-A) Y/(U-A) Y/(u+A) A/ (U-A) Y/(U-A)
33 Avereage waiting time of a customer in the system W s W g Ls L g W s
34 Avereage waiting time of a customer in the queue W_s W _g L s L g W _q
35 Average number of customers in the system is also denoted by
N_s E(N_s) Ls E(L_s) E(N_s)
36 By in the system we mean the number of customer in
the queue + the person who is getting serviced W_s W _g L s L g L s
37 Let N be the number of customers in the system, then the
number of customer in the queue is N N-1 n n-1 N-1
38 The average number of customers in the queues can also
denoted as N_g E(N_q) E(L_q) E(L_s) E(N_q)
39 If A is the parameter of the exponetial distribution then the mean
of the distribution is A 1-A 1/A 1+A 1/A
both
40 interarrival and
------ distribution follows Markovian process. arrival inter service inter service inter arrival arrival
41 first come first  |first come first come fast |finish come first

FCFS stands for-----------—- .

serve

finish service

serve

serve

first come first serve




The probability of the number of customers in the system

42 exceeds k is given by ---------- X pIN > k] p[N < k] pIN = k] p[N < K] pIN > k]
43 Kendall’s notation for representing queueing model is ---------- . | (a/blc) : (d/e) (a/b) : (c/d) (a/b) : (c/d/e) |(a): (b/c/dle) (a/blc) : (d/e)
53 (alblcl):(d/e) is called ---------- notation for representing queueing

models. Kendall's cauchy’s lagrrange’s Newton’s Kendall's
44 mean arrival mean service

r = My stands for -------- traffic intensity |rate expectation rate traffic intensity
45 |Arrival distribution follows ----------- process. Poisson exponential Uniform Normal Poisson
46 |Probability of the system being empty is given by---------- . 1- (Mp) (Mp)-2 2- (M) 1+ (Mp) 1- (Mp)
47 |Inter arrival distribution follows--------- process. Poisson exponential Uniform Normal exponential
48 If the characteristics of a ququqging system are independent of

tiwg,”tluleln ihe sysltgrgyigs‘ S.?.‘?.F&P?Jﬂ.:';T.':.:'.f‘a.‘f-y e steady unsteady transient idle steady
49 |mean service rate is 24 per hour.The average number of

customers in the system is ---------- . 1 2 3 4 1
50 If the traffic intensity is 0.7 and the average arrival rate is 4 per

minute then mean service rate is-------. 5.7143 6.7143 7.7143 8.7143 5.7143

In M/M/1 queueing system if the mean arrival rate is 6 per
51 |minute and mean service rate is 8 per minute then the average

number of customers in the system is ---------- . 2 minute 1 minute 3 minutes 1/3 minute 3 minutes

In M/M/1 queueing system mean arrival rate is 10 per hour and

52 |mean service rate is 12 per hour then the traffic intensity is ------

- 3/4 11/3 5/6 11/5 5/6

A super market has two girls attending to sales at the counters.
53 |If the service rate is /4 and the mean arrival rate is 1/6 then the

traffic intensity in given by ----. 2 minute 1 minute 3 minutes 1/3 minute 1/3 minute
54 |The inter arrival rate is 6 per minute and mean service rate is 8

per minute then the average length of the queue is ............. 3 4 5 2 4

If people arrive at one man barbershop and if the arrival rate is
55 1/12 per minute and mean service rate is 1/10 per minute then

the probability of the customer go straight to the barbers chair is

........... 1/6 1/5 2/5 1 1/6

If people arrive at one man barbershop and if the arrival rate is

1/12 per minute and mean service rate is 1/10 per minute then
56 the expected number of customers in the barber sh50p

[ F 5 6 4 3 5

In M/M/1 queueing system mean arrival rate is 3 per hour and
57 |mean service rate is 4 per hour then the traffic intensity is ---------

- 3/4 11/3 11/2 2/3 3/4

In M/M/1 queueing system mean arrival rate is 12 per hour and
58 |mean service rate is 30 per hour then the probability that there is

no customers in_the system is------ . 0.6 0.5 0.2 0.25 0.6
59 |Inter service distribution followg--------- process. Poisson Exponential Uniform Normal Exponential
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PROBABILITY AND QUEUEING THEORY
UNIT IV

Questions

is a function of the possible outcomes of an experiment and also time.
Iftis fixed, then {X(s,0)} isa
Ifs and t is fixed, then {X(s,)} is a

If s is fixed, then {X(s,t)} isa
If the index set ‘T” is direct ,then the random process denoted by

A function of the possible outcomes of an experiment is
The probabilistic model used for characterizing a random signal is called

In random process outcomes are mapped into form which is function at time t

If X is continuous and t can have any of a continuum of values, then X(t) is called as,
If X assumes only discrete and t is continuous, then X(t) is called as
If X is continuous but time t takes only discrete values, then it is called as

A random process X(s,t) in which both s and t are discrete is called

A process is called process if the future values of any sample function cannot be
predicted exactly from observed values

A process is called non deterministic process if the future values of any sample function cannot be
predicted exactly from

A process is called process if the future values of any sample function cannot be
predicted exactly from past values

A process is called deterministic process if the future values of any sample function cannot be predicted
exactly from

A random process is called a --
translation of time parameter.
A random process is said to be stationary if its etc are constants
A random process is said to be stationary if its mean, variable, moments, etc are

, ifall its finite dimensional distributions are invariant under

A continuous random process satisfying markov property is known as

opt1

Random variable
Random variable
Random variable

Random variable

{x(n)}

Random variable
Stochastic process

line

continuous random
process

continuous random
process

continuous random
variable

continuous random
process

deterministic

past values
deterministic

past values

wide sence stationary
process

mean

past values

continuous paramerter
markov process

opt2

Random process
Number
Number

Number
X (n)

Random process

wave

discrete random
process

discrete random
process

discrete random
variable

discrete random
process

non deterministic
observed values
non deterministic
observed values

Strict sense
stationary process
variance
observed values
discrete
paramerter
markov process

opt3

Random line
Single time
function
Single time
function
Single time
function

x

Stochastic
process

perpendicular
continuous
random
sequences
continuous
random
sequences
continuous
random

opt4

Random Number
Double time
function

Double time
function

Double time
function

N

Number

parellel

discrete random
sequences

discrete random
sequences

discrete random

Answer

Random process
Random variable
Number

Single time function

x(m}

Random variable

wave
continuous random
process

discrete random process

continuous random

continuous
random

discrete random

discrete random

strong stationary
future values
strong stationary
future values

evolutionary
process
moments
constant
continuous
paramerter
markov chain

jointly stationary
joint values
jointly stationary
joint values
covariance
stationary

all the above

variable

discrete paramerter
markov chain

non deterministic
observed values
deterministic

past values

Strict sense stationary
process

all the above

constant

continuous paramerter
markov process
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34
35
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37
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40

41

42
43
44
45

46

47

48

49
50

51

53
54
56

A continuous random sequence satisfying markov property is known as
A discrete random sequence satisfying markov property is known as

A discrete random process satisfying markov property is known as

A markov chain is said to be , if every state can be reached from every other state, where
P_(ii)(n)>0 for some n.

P_(ii)(n)>0, for some n>1, then we call the state I of the markov chain as

A sum of two independent poisson process is )
A order stationary process has a constant mean

A first order process has a constant mean
A first order stationary process has a constant
A first order stationary process has a mean
A random process that is not stationary in any sense is called as

A state [ is said to be ifand only if there is positive probability that the process will not return
to this state

A random process is called a --- if its mean is constant and the autocorrelation depends only on the time
difference.

The tpm of a chain is --- matrix, since all Pij > 0 and the sum of all elements of any row of the transition
matrix is equal to 1.

A stochastic matrix is said to be a regular matrix, if all the entries of P * m are---

The state i is said to be --- if the return to state i is uncertain.

Let X denote the number of telephone calls received in the interval (0,t). Then {X(t)} is a

The Poisson process is a
The tpm of an irreducible chain is an ---matrix.

Binomial process is a

The maximum temperature of a particular place is (0, t). The set of possible values of X is continuous
in continuous time is an example of ------

If mean # constant then the process is called --

Markov process is classified into ---- types.

The transition probability matrix of a finite state Markov chain is a
The family of all functions X(s,t) is called ----

There exists processes where the statistical value like mean, variance are constants. Such processes are
called ----

SSS process
A random process in which the future value depends only on the present value and not on the past
values is called a -----

The derivative of mean of a stationary process is---

RXY(t) =0 if the processes are---

T

Two random processes are said to be uncorrelated if
The state i is said to be --
The state i is said to be -
If the transition probability matrix is regular, then the homogeneous Markov chain is
If the period di =1, then state i is said to be
A non null persistent and aperiodic state is called ---

finite.
if its mean recurrence time is infinite.

ifits mean recurrence time

continuous paramerter
markov process

continuous paramerter
markov process

continuous paramerter
markov process

irreducible
irreducible

normal process
first

stochastic
mean
constant

normal process

transient

weakly stationary proces

stochastic
positive

transient
continuous random

process

Markov process
Trreducible

strict sense stationary
process

continuous random
process

first-order stationary
process.

Row matrix

random process

deterministic process
strict sense stationary
process

Markov process

independent

Cxy (t1,) =0

non null persistent
non null persistent
regular

regular

stochastic

discrete continuous

paramerter paramerter discrete paramerter discrete paramerter
markov process  markov chain markov chain markov process
discrete continuous

paramerter paramerter discrete paramerter discrete paramerter
markov process  markov chain markov chain markov chain

discrete continuous

paramerter paramerter discrete paramerter continuous paramerter
markov process  markov chain markov chain markov chain

non - irreducible  recurrent state return state irreducible

non - irreducible  recurrent state return state return state

stochastic process poisson process  binomial process  poisson process

second third fourth first

non deterministic ~ stationary nonstationary stationary

variance moments all the above mean

variable 'x' variable 't' none of this constant
evolutionary

stochastic process poisson process — process evolutionary process

irregular periodic aperiodic transient

strict sense ong sense

stationary process stationary process evolutionary weakly stationary proces
singular non singular oW stochastic
negative zero fractional positive
persistent recurrent non null persistent  transient

continuous
discrete random  random discrete random
process sequences sequences discrete random process
Strict sense weak sense
stationary process process weak sense process Markov process
reducible singular non singular Irreducible

weak sense strict s
wide sense proces process ergodic process process

continuous
discrete random  random discrete random continuous random
process sequences sequences process
not a first-order  second-order
stationary ionary stationary proce: not a first-order
process. process. of order three. stationary process.

2 3 5 4

column matrix
random signal

square matrix
discrete process

identity matrix
discrete signal

square matrix
random process

non-deterministic
process stationary process wide sense process
weak sense
wide sense proces process

stationary process

ergodic process

Markov chain Irreducible chain  Periodic state Markov process

3 4 0 0

orthogonal dependent same orthogonal

Cxy (t,t2) = v () = Cxy (t,t2) =
Rxy(titp) + Rxy(tit) Rxy(tit) /
E[X(tE[Y(®)] E[X(t)] E[Y(t2)] E[X(t)] E[Y(ty Cxy (1) =0
null persistent transient recurrent non null persistent
null persistent transient recurrent null persistent
irregular periodic aperiodic regular
irregular periodic aperiodic aperiodic
ergodic WSS SSS ergodic
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The discrete parameter Markov process is called a

Two states i and j which are accessible to each other are said to
Astate is said to be an ____state if no other state is accessible from it.
All states of a finite irreducible markov chain are

All regular Markov chainare

vector

weakly stationary
process
Trreducible
Irreducible
recurrent
Markov process

state

covariance
stationary process
reducible
reducible
reducible

ergodic process

random universal
wide-sense

stationary process Markov chain
communicate absorbing
communicate absorbing
communicate absorbing
Wss SSS

state

Markov chain
communicate
absorbing
recurrent
ergodic process



TWO DIMENSIONAL RANDOM VARIABLES
UNIT IIX
S.NO Questions opt1 opt2 opt3 opt 4 Answer
Let S be the sample space. Let X &Y be two functions each
assigning a real number to each outcome. Then (X,Y) is a

two di 1 one d: 1 . . . PR two dimensional random
Marginal distribution  Conditional distribution

1 random variable random variable variable
. . S two d I one d 1 two d I . .
If the possible values of (X,Y) are finite or countably infinite, then " one dimensional contiouous two dimensional contiouous
contiouous random discrete random contiouous random
(X,Y) is called a - N N N random variable random variable
2 variable variable variable
The function f (x,y) = P(X=xi, Y=yj) = P (xi,yj) is called the ----- for  joint probability density joint probability joint probability cumulative distribution joint probability density
3 continuous random variable X & Y. function mass function function function function
The correlation between the heights and weights in increasing order
: positive negative zero partial positive
4 of a group of persons is
5 The value of the correlation coefficient lies ---- . between -1 and 1 between 1 and 2 between 2 and 3 between 0 and 1 between -1 and 1
s If the curve is a straight line, then it is called the ----- the line of correlation  the line of regression the line of covariance  the line of variance the line of regression
The function f (x,y) = P(X:xl, Y=yj) =P (xi,yj) is called the ----- for Joint probability density joint r{robablllly Joint probability Fumulatlve distribution joint probability mass function
7 continuous random variable X & Y. function mass function function function
marginal . . PR . . .
The set {yj. pj.) is called - ) distribution function  distribution function r.nargmal distribution Fumulatlve distribution marginal distribution function
function of X. function of Y
8 of Y
9 The value of F( - infinity, y) = 1 2 3 0 0
10 If X & Y are independent then the correlation coefficient r = 1 2 0 3 0
is a mathematical measure of the average relationship
between two or more variables interms of the original limits of the Correlation Regression covariance mean Regression
11 data
12 If the correlation coefficient r=0, we get- tang=n tang=n/3 tang=n/4 tang=mn/2 tang=n/2
The coefficient of correlation is independent of change of and . . . . .
13 — scale, origin vector, origin variable, constant interer, origin scale, origin
Th‘e regression analysis confined to (hFll’ study of only two variable at Simple Multiple Linear two Simple
14 atimeis called _ regression.
Joint p is the p of the oceurrence of Simultaneous (or) joint Conditional Marginal probability  density function Simultaneous (or) joint
15 two or more events.
16 If X=Y , then correlation coefficient between them is - 1 zero less than one greater than one 1
If the possible values of (X,Y) ar finite, then (X,Y) s called a - _ continuous Two dimensional one dimensional both one dimensional and Tw‘o dimensional random
17 random variable random variable two dimensional variable
IfX &Y are ----- random variable , then f(x,y) is called joint both discrete and one dimensional random
. . Discrete continuous ! continuous
18 probability density function. contiouous variable
The regression analysis confined to thll’ study of only two variable two Simple Multiple Linear Simple
19 at a time is called regression.
In Rank correlation the correction factor is added foreach Repeated Non-repeated single fractional Repeated
20 value.
When the correlation coefficient is equal to the 1 2 0 3 1
21 correlation is perfect and positive.
marginal . . PR . . .
The set {xi. pj.) is called —--cco- ) distribution function  distribution function rrmgmal distribution Fumulatlve distribution m:argmal distribution function
function of X. function of X.
22 of Y
2 The correlation between volume and pressure of a perfect gas is positive negative partial multiple negative
If the value of y decreases as the value of x increases then there is ----- . .
. positive negative partial multiple negative
24 correlation between two variables.
2 The correlation between the income and expenditureis . positive negative partial multiple positive
Two random variables X and Y with joint probability density o o o o o o o gy
=f(x)+ =f(x)- =f(x)* = —f(x)*
26 fumetion of frg) s sid toindependeat F | fx) =M +(3) x0Ty )= fxy)=x)/y) x)=)*(3)
27 The value of F(- infinity , infinity) = 1 2 3 0 1
The f)rdmal number indicating the position of a given attributes in the Deviation Karl Pearson’s Rank Regression Rank
28 ranking is called
If the variation of one variable has no relation with the variation on ositive negative sero multiple sero
29 the other is called ___ correlation. pos 8 P
___ method gives us exact measure of degree of correlation between Spearman’s Karl Pearson’s Rank Cauchy's Spearman’s
30 two variables.
31 If fx(x)>0, then f(y/x) = . (x,y)*(x). f(x,y)-(x) f(x,y)+H(x). fx,y)/f(x) fx,y)/f(x)
32 Cov(aX, bY) = . b Cov(X,Y) a Cov(X,Y) ab Cov(X,Y) Cov(aX, bY) ab Cov(X,Y)
33 If X and Y are statically independent then Cov (X,Y)=__ 1 0 2 3 0
34 If f_Y(Y)>0, then f(X/Y) = (x,y)*(x). f(x,y)-(x) f(x,y)+H(x). fx,y)/f(x) fx.y)/f(y)
The points in the scatter diagram will cluster around some curve . the curve of .
the curve of correlation . correlation regression the curve of regression
35 called--- regression
The‘ —_ theorem holds for random variables with finite mean and Baye’s Central limit Einstein-Wiener Binomial Central limit
36 variance.
If two random variables are independent, then the density function of
- N N . . quotient multiply subtract sum sum
37 their ___is given by the convolution of their density functions.
The coefficient of variation is defined as (standard deviation / (standard deviation  (standard deviation / (mean / standard deviation )  (standard deviation / mean) *
2 v — mean) + 100 / mean) * 100 mean) - 100 *100 10
r=Square root [b_(yx) r= Square root r=Square root [b_(yx) r= Square root [b_(yx) - = Square root [b_(yx) *
39 Relation between corellation and regression is given by----. *b_(xy)] [b_(yx) /b_(xy)] +b_(xy)] b_(xy)] b_(xy)]
In correlation relationship between three or more simple artial multiple linear multiple
40 variables is studied. simp P P P
41 Perfect positive correlation is also called correlation. direct indirect inverse partial direct
2 Two random variables are said to be orthogonal if correlation is zero rank is zero covariance is zero one correlation is zero
Two random variables are said to be uncorrelated if
. S zero one two or more orthogonal zero
43 correlation coefficient is
. . . . can be either can be either positive or
The coefficient of correlation, cannot be positive cannot be negative L . zero N
44 — positive or negative negative
If X=Y , then correlation cofficient between them is
1 zero less than one gerater than one 1

45
46 Correlation means relationship between variables two one two or more three two or more



STANDARD DISTRIBUTIONS

UNIT 11
3.NC Questions opt 1 opt 2 opt 3 opt 4 Answer
1 Binomial distribution is symmetrical if p=q="% p=q=% p=q=4/5 p=q=2/3 p=q="%
5 A normal curve hasan Elliptic parabolic hyperbolic asymptote asymptote
. . e square root of
Variance of binomial distribution is . n| n| n n|
3 S pq p q (npq) pq
The number of p.rlnt.lng etrors at each page of a book” is a Normal Uniform Binomial Poisson Poisson
4 example of ___ distribution.
e"bt- eat/ t (b- e"bt-
Moment generating function of Uniform density function is a) e bt+ eat/ t (b+a) e’ bt+ e’at/t (b-a) e”\bt- e™at/ t (b+a) eMat/ t (b-
5 a)
. S variance -1= . . . variance
For binomial distribution variance = mean  variance > mean variance < mean
6 - mean <mean
Binomial Ga negative Gamma
—————————————— is a non negative continuous random variable. s . Poisson distribution binomial distributio
distribution distribution .
7 distribution n
8 Standard deviation of binomial distribution is Vnpq np(q-p) npq npq(q-p) Vnpq
9 The density function of the Uniform distribution is . 1l/ba a<x<b 1/(bta) a<x<b 1/ba a>x>b 1/(b-a) a<x<b ;i)(zs)
Mx (t) =
Mx (t) = (1 — Mx (t) = (pe/t Mx (t) = (et
Moment generating function of Binomial distribution x (1) =( x (1) = (pert+ Mx (t) = (pert—p) *n X (1) = (ent+ (pert
p) *n a)’n a)n
10 +g)* n
1 The mean and variance of a standard normal distributionis N(1,2) N(0,1) N(0,2) N(0,40) N(0,1)
. . . Lo [(b-a)”2
1 Variance of Uniform density function is b /2 [(b-a)r21/12 ba/2 [ (b+a)r2] /12 1/12
A continuous random variable X has a probability density 1 ) 3 4 1
13 function f(x)=K, 0 <=x<=1. Find K.
. o . .
ItX 1s.n.0rmally distributed with mean 1 and S.D. ', find the 0.0288 0.0544 0.0228 0.0882 0.0228
14 probability that X > 2.
15 Mean of Uniform density function is b /2 (b-a) /2 ba /2 (b+a) /2 (b+a) /2
Var[X] =
. . Var[X] = E(X"2) Var[X] = E( Var[X] = E( X) = [E(X)]* Var[X] = E( X)
The formula of variance is E(XA2) —
—[E(X)]* 2 X"2) - [E(X 2 -[EX)].
16 [E(X)] ) - [EX)] [E(X)] X" 2
. . . nCx(p”~x)q
17 Binomial distribution is nCx(p~x)g”(n-x) nCx(p~x)gr(n+x)  nCx(p”-x)g™(n-x) nCx(p”-x)g”(n+x) A(n-x)
18 Mean of Poisson distribution is A Mt A-t Att A
19 Gamma ofn= (n-1)! (n+1)! n! 0! (n-1)!
20 Moment generating function of Exponential distribution is M(A-t) 2M(A-t) M(AA+t) 20 (A-tt) M(A-t)
21 Variance of Poisson distribution is A 2A 3 4r A
22 Exponential distribution is AeN(AX) AeN(-Ax) AeN(-2Ax) AeN(2Ax) AeN(-Ax)
_ N square
3 Gamma of (1/2) (n"2)/2 square root of m/2  square root of /3 square root of © root of 1
. . . s e [A(ent-
94 Moment generating function of Poisson distribution e [Ment-1)] e [Mert+])] e [Ment-2)] e [-Ment-1)] ]
25 Mean of Exponential distribution is 1/A A A2 2/ 1/A
2% Geometric distribution is given byP {X=x}= where x=1,2,... pq"(x-1) pPatN(x-2) pai(x+1) pa™(2x-1) pa”(x-1)
If the mean and variance of a binomial variate are 8 and 6, then _ _ _ _ _
27 the probability of failure is given by ) a=3/4 a=4/3 a=1/4 a=1/3 a=3/4
If the mean and variance of a binomial variate are 20 and 16, then _ _ _ _
28 the probability of success is given by ) p=1/s p=2/5 p=3/5 p=3/4 p=1/5
29 If n=5 and p=1/2 then the mean of a binomial variate is . 0.50 2.50 3.5 4.5 2.5
30 The mean of a poisson variate is 2 . Find its variance. 2 3 1 2.5 2
Poisson distribution is the limiting case of Binomial Gamma . L n(?gatlye B.1n0.mla.l
o A s Poisson distribution binomial distributio
distribution. distribution distribution

C ) distribution n



The other name of uniform distribution is

32
In a Uniform distribution if X is distributed uniformly on (0,30)
33 then its density function is given by
is larger than the mean for a negative binomial
34 distribution
35 Mean of binomial distributionis
36 Third moment of Binomial distributionis

37 For a negative binomial distribution
If X follows a Poisson distribution such that P(X=1) = 1/4 and

38 P(X=2) = 3/8, find P(X=3).

The height of persons in a country is a random variable of the
type_
39

A family of parametric distrbution in which mean is equal to
variance is
0

A family of parametric distrbution in which mean is always
greater than its variance is
41

The distribution has the memory less property.
42

3 The mean of the binomial distribution is than its variance

4

4 Mean and variance of geometric distribution are

A distribution where the mean and median have different values is

45 not a distribution

6 Normal distribution was invented by

Binomial
distribution

F(x)= 1/13

Variance

np
n(q-p)

Var(X) > E(X)

0.123

continuous
random variable

Binomial
distribution

Binomial
distribution

Gamma
distribution

greater than
related
normal

Laplace

Gamma
distribution

F(x)=2/13

Standard deviation

npq
np(q-p)

Var(X) < E(X)
1.234

neither discrete
nor continuous

random vaiables

Gamma
distribution

Gamma
distribution

Geometric
distribution

Less than
correlated
binomial

De-Moivre

Poisson distribution

F(x)=1/3
Mean deviation
ntl

npq

Var(X) = E(X)

2.34

Continuous as well as
discrete random variable

normal Distribution

Geometric Distribution

Geometric distribution

more
rectangle
poisson

Gauss

rectangular
distribution

F(x)=1/30

Quartile
deviation
n

npq(q-p)
Var(X) / E(X)

0.375

discrete random
variable

Poissson
distribution

Poissson
distribution

Poissson
distribution

normal
range
gamma

all the above

rectangula
r
distributio
n

F(x)=1/30

Variance

np
npq(q-p)
Var(X) >
E(X)

0.375

continuous
random
variable

Poissson
distributio
n

Geometric

Distributi
on

Geometric

distributio
n

greater
than

related

normal

all the
above
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PROBABILITY AND RAMDOM VARIABLES
UNIT I

Questions
“It is possible to live without water” There is ------

In drawing a card from the pack of cards, the numbers of cases
favorable to the event of getting a diamond card is

Probability of the possible events is

“Everyday the sun rises in the east” Look the statement and
there is-------

“ Probably Arun gets that job” There is -----

In the theory of probability we represent ‘certainty’ by ---
In the theory of probability we represent ‘uncertainty’ by ---

In the theory of probability we represent ‘impossibility’ by ---

The value of uncertainty lies between----
An action or an operation which can produce any result or
outcome is called a -----

The outcomes of an action is known as -----
The another name of Random experiment is ----
The another name of events is ----

Rolling of die is a -----

In a rolling of die, getting 6 is ----

An event whose occurrence is inevitable when an experiment is
performed is called as -------

opt1
Certainty

7

1
certainty
certainty

1

1
1to 10

opt 2
uncertainty
12
0
uncertainty
uncertainty
2
2
2

10to 15

Random experiment Probability

event

event

event

Trial

Trial

cases

Trial

Trial

Trial

event

event

Trial

opt3
possibility

10

2
possibility
possibility
10

a positive
fraction

a positive
fraction
Oand 1

Statistics

Random
experiment
Random
experiment
Random
experiment
Random
experiment
Random
experiment

Certain Event

opt 4
impossibility

optS

3
impossibility
impossibility
0

0
-1to 1

mathematics
Theory
Theory
cases

cases

cases

Random
experiment

opt 6
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24

25

26

27

28

29

30

31

32

Another name of certain event is----

An event which can never occur when an experiment is
performed is called an -----

There are ---- types of events.

An event is called ---- if it corresponds to a single possible out
come of the experiment.

An event is called ---- if it does not correspond to a single
possible out come of the experiment.

Another name of compound event is----
In rolling of single die, occurrence of 8 is an ------

In rolling of single die, the chance of getting 5 is a -------

In rolling of single die, the chance of getting 2,4,6(even
numbers) are -------

The totality of all possible outcomes of a random experiment is
called a

A possible outcome or element in a sample space is called a ----

In throwing a die, all the outcomes 1,2,3,4,5 and 6 are together
constitute a sample space. Getting any on eof the face upwards

The number of cases favorable to an event in a trial are the
number of outcomes which entail the happening of the event is
called---

In a tossing of two coins, the number if cases favorable to the
event of getting a head are ---

In drawing a card from the pack of cards, the numbers of cases
favorable to the event of getting a court card are

The out comes are said to be ------------- if none of them is
expected to occur in preference to other.

event

Impossible event
7

simple
simple
simple
simple
simple
simple
Sample space.

Sample event

Sample event

Favourable event

7
7

Equally likely

Uncertain event

Compound event
9

Compound event
Compound event
Composite event
Compound event
Compound event
Compound event
Certain event

Certain event

Certain event

Certain event

12

Exhaustive events

Compound event Sure event

Sure event
10

Certain event
Certain event
Certain event
Certain event
Certain event

Certain event

Impossible
event

Sample point

Sample point

Sample point

10

10

Dependent
events.

Certain Event

2
Composite
event
Uncertain
event
Uncertain
event
Impossible
event
Impossible
event
Impossible
event
Compound
event
Compound
event

Compound

event

Compound
event

3

Complementar
y events.
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43
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Two events are said to be ----------- when both cannot happen
simultaneously in a single trial .

Out comes are said to be ---- when they include all possible
outcomes.

Two or more events are considered to be ------ if the occurrence
of an event does not affect the occurrence of the other.

Two events are said to be------- , if the occurrence or
nonoccurrence of an event in any trial affects the occurrence of
the other event in other trials.

Let A and B are two events. Then A is called ----------- of B if
A and B are mutually exclusive and exhaustive.

ptq=--—-
If P(A)is 1, the event A is called a ----

If P(A) is 0, the event A is called a ----

Probability of the impossible events is
The rule from the original sample space to a numerical sample
space, subjected to constraints is called a

Random variable is a ---- which maps the numerical or non-

numerical sample space of the random experiment to real values.

Random variable is a real valued function which is also -----

The set of values which the random variable X takes is called --

- of the random variable.

—————— 1s one which takes on real values.

Mutually exclusive

Mutually exclusive

Mutually exclusive

Mutually exclusive

Complementary
event
7

Cases

Cases

0

Random variable
Imaginary valued
function

Multi-valued
function

Random variable

Real random
variable

Exhaustive events

Exhaustive events

Exhaustive events

Exhaustive events

Exhaustive events
9
Trial

Trial

9

Random constant
Real valued
function
double-valued

function

One-dimensional
random variable

Complex random
variable

Dependent
events.

Dependent
events.

Dependent
events.
Dependent

events.

Dependent
events.
1

Certain Event

Certain Event

8

constant

Complex valued
function

Single valued
function

Two
dimensional
random variable

Multi
dimensional
random variable

Complementar
y events.
Complementar
y events.

Independent
events.

Independent
events.

Independent
events.

3

Random
experiment
Impossible
event

3

variable

Rational
valued
function
triple-valued
function

Spectrum

Continuous
random
variable



47

48

49

50

51

52

53

54

55

56

57

——————— is defined in terms of real random variable.

A random variable X is --- if it assumes only discrete values.

The vector random variable is also known as ------

A function which assigns a vector to each point of sample space
is called a----

One-dimensional random variable is also called as -----

The spectrum of random variable can have -----

Probability of a single real value in a continuous random
variable is---

Probability distribution function and probability density
function of a continuous random variable are -----

For a discrete random variable, probability distribution function
is right continuous and probability density function is -----

For a mixed random variable, probability distribution function
and probability density function are -----

For a discrete random variable, the probability density function
represents the----.

Real random
variable

spectrum

random vector

vector random
variable

scalar-valued
random variable

positive value
two

continuous

continuous

continuous

probability mass
function

Complex random
variable

complex

scalar vector

scalar vector

scalar vector

negative value
three

discrete

discrete

discrete

probability
distribution
function

Multi
dimensional
random variable

continuous

one-
dimensional
random variable

one-
dimensional
random variable

one-
dimensional
random variable

positive integer
value

four

single

single

single

probability
density function

Continuous
random
variable

discrete

two
dimensional
random
variable

two
dimensional
random
variable

two
dimensional
random
variable

negative
integer value

ZEero

partial

partial

mixed

none of these
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If P( X< or =k) = P(X>k), then each probability is equal to ----

A density function may correspond to different ------

A discrete random variable can be considered as a limiting case

0 of --- with impulse distribution.

1

probability mass
function

continuous
random variable

2

probability
distribution
function

discrete random
variable

probability
density function

single random
variable

Y

random
variable

mixed
random
variable
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impossibility

12

1

certainty
uncertainty
1

a positive
fraction

0

0and 1
Random
experiment

event
Trial
cases
Trial
event

Certain Event



Sure event

Impossible
event
2

simple

Compound
event

Composite
event

Impossible
event

simple

Compound
event

Sample space.

Sample point

Sample point

Favourable
event

12

Equally likely



Mutually
exclusive
Exhaustive
events

Independent
events.

Dependent
events.

Complementary
event
1

Certain Event

Impossible
event
0

Random
variable

Real valued
function

Single valued
function

Spectrum

Real random
variable



Complex
random variable

discrete

random vector

vector random
variable

scalar-valued
random variable

negative value
zero

continuous

discrete

mixed

probability
mass function
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random variable

continuous
random variable



