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SYLLABUS 

  Semester – I 

17MMP104                     ORDINARY DIFFERENTIAL EQUATIONS           L  T   P  C 

 4 0 0 4 

     

 
Course Objectives: On successful completion of this course the learner gains knowledge about 

Second order linear equation, Legendre equation and Bessel equations etc., which provides the 

essential motivation in applied mathematics. 

 
Course Outcome: To be familiar with formulation and solutions of ordinary differential 
equations and get exposed to physical problems with applications. 

 

UNIT I 
Second order linear equations with ordinary points – Legendre equation and Legendre 

polynomial – Second order equations with regular singular points – Bessel equation. 

 

UNIT II 

System of first order equations – existence and uniqueness theorems – fundamental matrix. 

 

UNIT III 
Non homogeneous linear system – linear systems with constant coefficient – Linear systems 

with periodic coefficients. 
 
 

UNIT IV 
Successive approximation – Picard’s theorem – Non uniqueness of solution – continuation and 

dependence on initial conditions – existence of solution in the large existence and uniqueness of 
solution in the system. 
 
 
UNIT V 
Fundamental results – Sturms comparison theorem – elementary linear oscillations – 
comparison theorem of Hille winter – Oscillations of    x″ + a(t)x = 0 elementary non linear 

oscillations. 

 

 

SUGGESTED READINGS  

 

TEXT BOOK 

 
1.Earl A. Coddington, (2002).  An introduction to Ordinary differential Equations, Prentice Hall 
of India Private limited, New Delhi. 
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KARPAGAM ACADEMY OF HIGHER EDUCATION 

(Deemed to be University Established Under Section 3 of UGC Act 1956) 

Pollachi Main Road, Eachanari (Po), 

Coimbatore –641 021 

Department of Mathematics 

Subject: Ordinary Differential Equation                  Subject Code: 17MMP104 

Class : I-M.Sc Mathematics                                         Semester: I 

 

LESSON PLAN 

 

UNIT -I 

S.No 

Lecture 

Duration 

(Hr) 

Topics to be covered Support  Materials 

1.  1 Second order linear equation with ordinary R1: Ch 3: Page no: 69-70 

2.  1 Points-Definition and Example R1: Ch 3: Page no:70-71 

3.  1 Continuations of example on second order R1: Ch 3: Page no:72-76 

4.  1 Legendre equation  T1: Ch 3: P. no:130-134 

5.  1 Legendre polynomial T1: Ch 3: P. no:130-134 

6.  1 Second order equation with regular points R1: Ch 3: Page no:76-78 

7.  1 Power series solution of order n R1: Ch 3: Page no:76-78 

8.  1 Bessel equation with example R1: Ch 3: Page no:78-80 

9.  1 Bessel Functions R1: Ch 3: Page no:78-80 

10.  1 Properties of Bessel equations R1: Ch 3: Page no:78-80 

11.  1 Derivation of bessels function R1: Ch 3: Page no:80-84 

12.  1 Recapitations and Discussion of possible 

questions 

R1: Ch 3: Page no:84-88 

Total 12 hrs   

 

TEXT BOOK 

1. Earl A. Coddington, (2002).  An introduction to Ordinary differential Equations, Prentice 
Hall of India Private limited, New Delhi. 

REFERENCES 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary differential 

Equations, Second edition, Tata Mc Graw Hill Publishing Company limited, New 

Delhi. 
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UNIT-II 

 

S.No 

Lecture 

Duration 

(Hr) 

Topics to be covered Support  Materials 

1.  1 System of first order equation- definitions R1: Ch 4: Page no:92-94 

2.  1 System of first order equation example R1: Ch 4: Page no:92-94 

3.  1 System of first order equation example R1: Ch 4: Page no:92-94 

4.  1 Existence and uniqueness theorem R1: Ch 4: Page no:99-102 

5.  1 Continuation of theorem R1: Ch 4: Page no:99-102 

6.  1 Example for existence theorem R1: Ch 4: Page no:102-104 

7.  1 Fundamental Matrix –definition and 

theorem 

R1: Ch 7: Page no:254 

8.  1 Theorem for Fundamental Matrix R1: Ch 4: Page no:105-107 

9.  1 Fundamental matrix Examples R1: Ch 4: Page no:105-107 

10.  1 Fundamental matrix Examples R1: Ch 4: Page no:105-107 

11.  1 Fundamental matrix Examples R1: Ch 4: Page no:107-108 

12.  1 Recapitulation and discussion of possible 

questions  

 

Total 12 hrs   

 

 

REFERENCES 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary differential 

Equations, Second edition, Tata Mc Graw Hill Publishing Company limited, New Delhi. 
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UNIT-III 

 

S.No 

Lecture 

Duratio

n (Hr) 

Topics to be covered Support  Materials 

1.  1 Non Homogenous linear system R1: Ch 4: Page no:108-110 

2.  1 Linear System with Constant coefficient R1: Ch 4: Page no:110-112 

3.  1 Linear System with Constant coefficient 

theorem 

R1: Ch 4: Page no:110-112 

4.  1 Example for linear system with constant 

coefficient 

R1: Ch 4: Page no:112-116 

5.  1 Example for linear system with constant co 

efficient 

R1: Ch 4: Page no:119-120 

6.  1 Example for linear system with constant co 

efficient 

R1: Ch 4: Page no:119-120 

7.  1 Linear system with periodic co efficient 

concept 

R1: Ch 4: Page no:121-123 

8.  1 Linear system with periodic co efficient 

concept and theorem 

R1: Ch 4: Page no:121-123 

9.  1 Linear system with periodic co efficient 

lemmas 

R1: Ch 4: Page no:121-123 

10.  1 Linear system with periodic co efficient 

concept ant theorem 

R1: Ch 4: Page no:123-124 

11.  1 Recapitulation and discussion of possible 

questions 

 

Total 11 hrs   

 

 

REFERENCES 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary 

differential Equations, Second edition, Tata Mc Graw Hill Publishing Company 

limited, New Delhi. 
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UNIT-IV 

 

S.No 

Lecture 

Duratio

n (Hr) 

Topics to be covered Support  Materials 

1.  1 Successive approximation introduction T1: Ch 5: Page no:200-202 

2.  1 Theorem for successive approximation R1: Ch 5: Page no:134-135 

3.  1 Picard’s theorem  R1: Ch 5: Page no:136-139 

4.  1 Picard’s theorem Lemma R1: Ch 5: Page no:136-139 

5.  1 Example for Picard’s theorem R1: Ch 5: Page no:140-142 

6.  1 Non Uniqueness Solution R1: Ch 5: Page no:143-146 

7.  1 Continuous and dependence of initial 

conditions 

R1: Ch 5: Page no:143-146 

8.  1 Theorem Continuous and dependence of 

initial conditions 

R1: Ch 5: Page no:147-149 

9.  1 Existence and uniqueness of solution of 

system-definition and lemma 

R1: Ch 5: Page no:147-149 

10.  1 Existence and uniqueness of solution of 

system-Theorem 

R1: Ch 5: Page no:147-149 

11.  1 Existence of solution in large theorem R1: Ch 5: Page no:149-151 

12.  1 Recapitulation and discussion of possible 

questions 

 

Total 12 hrs   

 

 

TEXT BOOK 

1.Earl A. Coddington, (2002).  An introduction to Ordinary differential Equations, Prentice 
Hall of India Private limited, New Delhi. 

REFERENCES 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary 

differential Equations, Second edition, Tata Mc Graw Hill Publishing Company 

limited, New Delhi. 
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UNIT-V 

 

S.No 

Lecture 

Duratio

n (Hr) 

Topics to be covered Support  Materials 

1.  1 Fundamental results-concept and theorem R1: Ch 8: Page no:204-207 

2.  1 Strum’s comparison theorem R3: Ch 8: Page no: 161-163 

3.  1 Strum separation theorem  R1: Ch 8: Page no:208-209 

4.  1 Strum separation theorem with example R1: Ch 8: Page no:208-209 

5.  1 Elementary linear oscillation theorem R1: Ch 8: Page no:210-212 

6.  1 Lemma for comparison theorem of Hille 

winder 

R1: Ch 8: Page no:213-215 

7.  1 Hille Theorem R1: Ch 8: Page no:216-217 

8.  1 Winder Theorem R1: Ch 8: Page no:216-217 

9.  1 Oscillations of x”+a(t)x=0 of elementary 

non linear oscillations 

R1: Ch 8: Page no:218-219 

10.  1 Recapitulation and discussion of important 

questions  

 

11.  1 Discuss on Previous ESE question papers  

12.  1 Discuss on Previous ESE question papers  

13.  1 Discuss on Previous ESE question papers  

Total 13 hrs   

 

 

 

REFERENCES 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary 

differential Equations, Second edition, Tata Mc Graw Hill Publishing Company 

limited, New Delhi. 

 

2. George F. Simmons, (1991). Differential Equations with application and historical notes,  
     Second edition, Tata Mc Graw Hill Publishing Company limited, New Delhi. 
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UNIT -I 

Second order linear equations with ordinary points – Legendre equation and Legendre 
polynomial – Second order equations with regular singular points – Bessel equation. 

 

TEXT BOOK 

1.Earl A. Coddington, (2002).  An introduction to Ordinary differential Equations, Prentice 
Hall of India Private limited, New Delhi. 

 

REFERENCES 

 

1. Deo. S. G, Lakshmikantham, V. and Raghavendra, V.  (2003). of Ordinary 

differential Equations, Second edition, Tata Mc Graw Hill Publishing Company 

limited, New Delhi. 

 
2. Rai. B, Choudhury,  D. P. and Freedman, H. I. (2004). A course of Ordinary differential      
    Equations, Narosa   Publishing House, New Delhi. 

 
3. George F. Simmons, (1991). Differential Equations with application and historical notes,  

     Second edition, Tata Mc Graw Hill Publishing Company limited, New Delhi. 

 

4. OrdinaryDifferential Equations: An Introduction,  Author(s): B.Rai, D.P. Choudhury 

       ISBN: 978-81-7319-650-8,  Publication Year:   Reprint 2017 
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 UNIT – II  

SOLUTION IN POWER SERIES 

 

---1  

Definition:  

       

 

 

Example: 

  

--2 

 
 

Definition: 

 2 

 
 

Example:  

      ----3(3.9) 
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Example:  

 

 

 

Example: 
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Theorem: 
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Theorem:  
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Theorem:  
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Part -B (5x6=30 Marks) 

 

Possible Questions: 

1. If Pn is a legendre polynomial, then prove that ∫ 𝑃𝑛
2(𝑡)𝑑𝑡 =

2

2𝑛+1

1

−1
.                      

                                    

2.  Show that d/dt[tpJp(t)]=tpJp-1(t). 

3. Find the power series solution for the Bessel equation of order p. 

4. Solve: x”-2tx’+2x=0   

 

 5.  Show that d/dt[t-pJp(t)]=-t -pJp+1(t)     

6. Show that (i) Jpꞌ(t) =
 1

2
[𝐽𝑝−1(𝑡) − 𝐽𝑝+1(𝑡)]       (ii) p Jp(t) =

 1

2
[𝐽𝑝−1(𝑡) + 𝐽𝑝+1(𝑡)]    

 

 7. Solve: x”-2tx’+2nx=0                          

8. Show that the legendre polynomial Pn(t) can be expressed as Pn(t)=1/2nn   dn/dtn(t2-1)n   

 

 9.Consider the equation t(t-1)2(t+3)xꞌꞌ+t2xꞌ-(t2+t-1)x=0. Check whether the point t=0, 1,-3 are      

 

     regular singular  points (or) not. 

 

10. If Pn(t) and Pm(t) are legendre polynomial the∫ 𝑃𝑛
1

−1
(𝑡). 𝑃𝑚(𝑡)𝑑𝑡 = 0 if m≠n. 
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Part -C (1x10=10 Marks) 

 

Possible Questions: 

1.Find the power series solution for the Bessel equation of order p. 

2. If Pn(t) and Pm(t) are legendre polynomial the∫ 𝑃𝑛
1

−1
(𝑡). 𝑃𝑚(𝑡)𝑑𝑡 = 0 if m≠n. 

3. If a1,a2,…., be the positive zeros of the Bessel function Jp(t),then prove 

 that∫ 𝑡𝐽𝑝[𝑎𝑛(𝑡)]. 𝐽𝑝[𝑎𝑚(𝑡)]𝑑𝑡 =  {
0                  𝑖𝑓 𝑚 ≠ 𝑛

1

2
       𝐽𝑝+1

2 (𝑡)𝑖𝑓 𝑚 = 𝑛
1

0
 

 

4. Solve:  i. x”-2tx’+2x=0   

               ii. x”-2tx’+2nx=0                          

 

 

 

 



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

Consider the equation cₒ(t)x''+c

₁

(t)x=0  then a point a is an 

ordinary point if  d

₁

(t) and d

₂

(t) are analytic at __________  t=0     t=a  t=1     t=a²  t=a

An hermite equation has an ordinary point at______   t=0     t=a  t=1     t=a²  t=0    

An analytic function for an hermite equation at t=0 is

_______ –t and 1  t and 2  -2t and 2 2t and 1  -2t and 2

 The legendre equation of order p is_________ (1-t) xʺ-

2txʹ+p(p+1)x=0 

 (1-t) xʺ-

2txʹ+(p+1)x=0

t2 xʺ-

2txʹ+p(p+1)x=0 

(1-t2) xʺ-

2txʹ+p(p+1)x=0

 (1-t2) xʺ-

2txʹ+p(p+1)x=0

 When pn(t) is called an legendre polynomial? Pn(1)=0 Pn(0)=1 Pn(1)=1 Pn(t)=1 Pn(1)=1

  If pn(t) is a legendre polynomial then ˍ

₁

∫¹

pn(t)dt=__________________ 1/(2n+1)!   2/(2n+1)!  2/(n+1)! 1/(n+2)!  2/(2n+1)!

  If pm(t) and pn(t) are legendre polynomials then ˍ

₁

∫¹pn(t)

pm(t)dt=______ if m≠n 1 -1 2 0 0

If pn(t) is a legendre polynomial then pn(-1)= 1 if n is______ Negative  odd Even positive  odd 

 The Bessel equation of order p is______
t
2
x

ʺ
+tx+txʹ+(t

2
-

p
2
)x=0 txʺ+(1-t)xʺ+px=0

2xʺ+(1-t)xʹ+(1-

p2)x=0  txʺ+(1-t)x+p
2
x=0 t

2
x

ʺ
+tx+txʹ+(t

2
-p

2
)x=0

The Bessel function of the first kind d/dt (tpJp(t))=_________ t
-p

Jp(t)
t
p
Jp-1(t)  t

-p
Jp+1(t) t

p
Jp(t) t

p
Jp-1(t)

If pn(t) is the generating function then pn(-1)=______ -1 0  (1)ⁿ    (-1)ⁿ (-1)ⁿ

 The hermite equation is________ t2xʺ-2txʹ+x=0 xʺ+txʹ-2x=0 xʺ-2txʹ+2x=0  txʺ-txʹ+x=0 xʺ-2txʹ+2x=0

The legendre polynomial pn(t) can be express as________
1/2

n
n! D

n
(t

2
-1)

n
 1/2

n
n! D

n
(t

2
-1)

n─ ¹
 1/n! D

n
(t

2
-1)

n
 1/2

n
n! D

n
(t

2
-1)  1/2

n
n! D

n
(t

2
-1)

n

The order of equation is (D
2
+2D-8)y=0 is______ 1 2 0 8 2

The solution of ordinary differential equation of n order

contains __________ arbitrary constants  More than n
 no n  Atleast n n

The n
th

order ordinary linear homogeneous differential

equation have_______

(n-1) singular 

solution

one singular 

solution

 n-singular 

solution no singular solution  no singular solution

The linearity principle for ordinary differential equation holds 

for_______

 Non-

homogeneous 

equation 

linear differential 

equation 

Homogeneous 

equation  non-linear equation

linear differential 

equation 

A singular point which in______ is called an irregular

singular point Regular ordinary point  analytic point analytic function Regular 

  If pm(t) and pn(t) are legendre polynomials then ˍ

₁

∫¹pn(t)

pm(t)dt=______ if m=n 0 1/n+1  2/(2n+1) 1  2/(2n+1)

On Bessel’s function, where n is any integer then J-

n(x)=________
  (-1)

n
J-n(x)  (-1)

n
Jn(x)  (-1)

n
Jn+1(x)  (-1)

n
Jn-1(x) (-1)

n
Jn(x)

 When the hermite equation has an ordinary point? t=0 t=-2 t=0 t=0 t=0

The second order linear homogeneous equation is of the

form________

xʺ+a1(t)xʹ+a2(t)

x  

xʺ+a1(t)xʹ+a2(t)x=c

onstant xʺ+a1(x)x=0

xʺ+a1(x)xʹ=constan

t xʺ+a1(t)xʹ+a2(t)x  

The regular singular point of the equation txʺ+(1-t)xʹ+nx=0

is_______ t=1 t=-1
t=0 t=n t=0

The equation txʺ+(1-t)xʹ+nx=0 where n is a constant, is

called the____________

aagrange 

equation
legendre equation Bessel equation hermite equation

lagrange equation

The singular point of the equation t(t-1)
2

(t+3)xʺ+t
2

xʹ-(t
2

+t-

1)x=0 is__________ t=0 and =1 t=0, t=1 and t=-3 t=1 qnd t=-3 t=0 and t=-3 t=0, t=1 and t=-3

The equation t
2
xʺ-(1+t)x=0 having a regular singular point

at_______ t=-1
t=1 t=√-1 t=0 t=0

If Jp(t) is a Bessel function then d/dx[t-pJp(t)]=_________  -t
p
Jp-1(t)   t-

p
Jp+1(t)  –t-

p
Jp+1(t) t

p
Jp-1(t)  –t-

p
Jp+1(t)

The regular singular point of the equation t
2

xʺ+2txʹ-

n(n+1)x=0 is________ 0
infinity 1 2 infinity

The Bessel equation is of the second order then it possesses

two _______

linearly

dependent

solution

independent

solutions
dependent 

solutions

 linearly 

independent 

solutions

linearly independent 

solutions

A point to is defined to be a singular point for the equations

a0(t)xʺ+a1(t)xʹ+a2(t)x=0 if it is______

 not an 

ordinary point  ordinary point 

not an irregular 

point irregular point  not an ordinary point

KARPAGAM ACADEMY OF HIGHER EDUCATION

(Deemed to be University Established Under Section 3 of UGC Act 1956)

Pollachi Main Road, Eachanari (Po),

Coimbatore –641 021. 

DEPARTMENT OF MATHEMATICS               

Subject: Ordinary Differential Equations                                                                                                           Subject Code: 17MMP104

Class : I-M.Sc Mathematics                                                                                                                                               Semester : I

UNIT I

Part A (20x1=20 Marks)                                                               

Possible Questions                               

SOLUTION IN POWER SERIES



The regular singular points of the equations (t-t²)xʺ+[γ-

(α+β+1)]tx-βαx=0 is______________________  0and 1
  0 and ∞   0,1 and ∞   1 and ∞  0,1 and ∞  

The Bessel function of (1/π)Jn(t)  πJn(t)   π⁄Jn (t)   Jn(t)  πJn(t)  

The consider non-linear differential equation xʹ= t
2
-x

2
, x=1/2

when  t=0 then the value of x
ʹ
(0)=_____________  1/2 

 - 1/2  1/4    -1/4   -1/4 

The equation (1-t
2
)xʺ-2txʹ+p(p+1)x=0 where p is a real

number is called the ______of  order  p

legendre 

equation  laguerse  equation
Bessel equation  Hermite equation

legendre equation 

The Bessel equation possesses a ________ at t=0 
ordinary point  analytic function

regular singular 

point singular point  regular singular point

The equation t(t-1)
2
(t+3)xʺ+t

2
xʹ-(t

2
+t-1)=0 is not analytic at

________ t=0 t=-1
 t=-3  t=1  t=1

The Bessel function

      when  n is _______ even or odd  odd 
 costant

 even  odd 

A regular singular point of the equation 2t
2
xʺ+(2t+1)xʹ-x=0 is

___________ t=0  t=2 t=1
 t=-1

 t=0

An _________ equation has an ordinary point at t = 0. Legendre Bessel Hermite Lagrange Hermite

The _________ order linear homogeneous equation is of the

form xꞌꞌ + a1(t)xꞌ+a2(t)x= 0 first second
third fourth

second
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Theorem 2.4: 
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Theorem 2.6: 
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Part -B (5x6=30 Marks) 

 

Possible Questions: 

1. Prove that the solution matrix 𝜑 of Xꞌ=A(t)X (t∈ 𝐼) on I is a fundamental matrix of 

 xꞌ=A(t)x on I iff det 𝜑 (t)≠ 0 𝑓𝑜𝑟 t∈ 𝐼. 

2. Solve x1ꞌ = 5x1 - 2x2 ; x2ꞌ = 2x1 + x2. 

3. Let 𝜑( t), t∈ 𝐼 denote a fundamental matrix of the system xꞌ+Ax such that  

𝜑( 0)=E, denotes identity matrix , then P.T  𝜑 satisfies, 𝜑( t+s)=𝜑( t)𝜑( s), 𝑓𝑜𝑟  all 

values of t,s∈ 𝐼  

4. Find the first three successive approximation for the system[
𝑥1

𝑥2
] = [

0      1
−1    2

] [
𝑥1

𝑥2
]; 

 [
𝑥1 (0)
𝑥2(0)

] = [
0
1

]. 

5. State and prove the existence and uniqueness theorem on IVP. 

 

6. Let A(t) be an n x n matrix which is continuous on I. Suppose a matrix 𝜑  satisfies the       

     matrix Xꞌ=A(t)X, tєI .Then Prove that det 𝜑 satisfies the first order equation  

     (det 𝜑)ꞌ=(trA)(det 𝜑  ). 

 

7. Find the four approximations of a solution to x”-2x’+x=0,x(0)=0,x’(0)=1. 

8. Prove that the set of all solutions of the system x’=A(t)x on I form an n dimensional vector 

 space over the field of complex numbers. 

9. Solve 3 x1ꞌ+3x1+4x2=0; 3x2ꞌ+2x1+3x2=0. 

10. Find the fundamental matrix of the system xꞌ(t) = A(t).x(t) where [
1 −1 1
0 1 3
0 3 1

] 
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Part -C (1x10=10 Marks) 

 

Possible Questions 

1.State and prove the existence and uniqueness theorem on IVP. 

2. Find the fundamental matrix of the system xꞌ(t) = A(t).x(t) where [
1 −1 1
0 1 3
0 3 1

] 

3. Let φ be a fundamental matrix, for the system  xꞌ=A(t)x(t∈ I) ---(1) and let C be a     

 constant non-singular matrix. Then prove that φc  is also a fundamental matrix of  

 xꞌ=A(t)x .In addition prove that every fundamental matrix of (1) is of this type for  

            some non-singular matrix C. 

 

4. Solve :  i) 3 x1ꞌ+3x1+4x2=0; 3x2ꞌ+2x1+3x2=0. 

               ii)  x1ꞌ = 5x1 - 2x2 ; x2ꞌ = 2x1 + x2. 

 

 

 

 



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

The IVP problems has __________ solution. unique infinte finite uncountable  unique

The general non-linear differential equation of order one is 

denoted in the form__________. xʹ=f(x,t) xʹ=f(t,x) x=f(t,x) x=f(x,t) xʹ=f(t,x)

The first order non-homoeneous linear equation 

_______________ is a special case of xʹ=f(t,x).

xꞌ-a(t)x=b(t), t 

є I xꞌ+x=b(t), t є I xꞌ+a(t)x=b(t), t є I xꞌ-x=b(t), t є I xꞌ+a(t)x=b(t), t є I

If the columns are linearly independent in the matrix φ then 

the matrix is called_________

a fundamental 

matrix

 fundamental 

matrix of period w

non singular 

matrix singular matrix  a fundamental matrix

The set of all solutions of the system x'=A(t)x on I forms an n-

dimensional vector space over the field of _______ numbers. complex real whole integers complex

The general non-linear differential equation of order _______ 

is denoted in the form xʹ=f(t,x). 1 2 3 4 1

  In the inequality | f(t, x

₁

)-f(t,x

₂

)|≤K|x

₁

-x

₂

 |, K 

is_________________________
Variable in t constant Variable in x

₁

Variable in x

₂

constant

 In lipschitz conditions, the value of K is 

______________________________
≤ 0 ≥0  <0 >0 <0

 f(t, x

₁

)-f(t,x

₂

)=______________________ ∂f(t,x) ∂f(t, x

₁

) ∂f(t,x

₂

) ∂f(t,x) ∂f(t,x)

 In the inequality | f(t, x

₁

)-f(t,x

₂

)|/|x

₁

-x

₂

 |is 

_______________theorem 

Intermediate 

value
average value mean value  bounded value mean value 

 The variable x(t,t

₀

,x

₀

) is a function of _________________   t x t

₀

x

₀

 t

The second approximation of x’=-x,  x(0)=1, t≥0  

is__________________________
 1+ t 1-t t 1 1-t 

 The solution for x’=x², x(0)=1 is _____________________ x(t)=1/t x(t)=1/(t-1) x(t)=1/(1-t) x(t)=1/(1+t) x(t)=1/(1-t)

The value of e¯ᵗ  at t= ∞ is_______________________ x(t)=0 x(t)=-1 x(t)= - ∞ x(t)=∞ x(t)=0

Let x(t)=1/(1-t) is the solution in________ interval  -∞ < t ≤1   -∞≤ t ≤1  -∞ < t <1  -∞ ≤ t < 1   -∞ < t <1

The solution for x’=-x, x(0)=1, t≥ 0 is 

_____________________
x(t)=2e¯ᵗ x(t)=-e¯ᵗ x(t)=e¯ᵗ x(t)=eᵗ x(t)=e¯ᵗ

The value of 1/eᵗ  at t= ∞ is_______________________ x(t)=0 x(t)=-1 x(t)= - ∞ x(t)=∞ x(t)=0

The solution for x’=x, x(0)=2, t≥ 0 is 

_____________________
x(t)=2e¯ᵗ x(t)=2eᵗ x(t)=eᵗ x(t)=e¯ᵗ x(t)=2eᵗ

 The solution for x’= 2x/t, x(0)=0, t> 0 is 

_____________________
x(t)=eᵗ x(t)=t¯² x(t)=t² x(t)=t x(t)=t²

 The solution for x’=x, x(0)=-2, t≥ 0 is 

_____________________
x(t)=-2e¯ᵗ x(t)=-2eᵗ x(t)=e¯²ᵗ x(t)=e²ᵗ x(t)=-2eᵗ

The solution for x’=-x, x(0)=3, t≥ 0 is 

_____________________
x(t)=3e¯ᵗ x(t)=3eᵗ x(t)=e¯³ᵗ x(t)=e³ᵗ x(t)=3eᵗ

The solution for x’=-x, x(0)=a (a is constant), t≥ 0 is 

_____________________
x(t)=ae¯ᵗ x(t)=aeᵗ x(t)=e¯ᵃᵗ x(t)=eᵃᵗ x(t)=aeᵗ

The existence of the solution x(t) in  -∞<t<∞ is called 

___________________existence
 local  non local neighbourhood solution  non local

 The solution for x’=-x, x(0)=0, t≥ 0 is 

_____________________
x(t)=eᵗ x(t)=0 x(t)=e¯ᵗ x(t)=1 x(t)=0

 The solution for x’=-x, x(0)=13, t≥ 0 is 

_____________________
x(t)=13e¯ᵗ x(t)=13eᵗ x(t)=e¯¹³ᵗ x(t)=e¹³ᵗ x(t)=13e¯ᵗ

 The solution for x’=-x, x(0)=c (c is constant), t≥ 0 is 

_____________________
x(t)=ce¯ᵗ x(t)=ceᵗ x(t)=e¯ᶜᵗ x(t)=eᶜᵗ x(t)=ce¯ᵗ

The solution for x’=x, x(0)=3p, t≥ 0 is 

_____________________
x(t)=3pe¯ᵗ x(t)=3peᵗ x(t)=e¯ᶟᵖᵗ x(t)=eᶟᵖᵗ x(t)=3peᵗ

The solution for x’=-x, x(0)=31, t≥ 0 is 

_____________________
x(t)=31e¯ᵗ x(t)=31eᵗ cx(t)=e¯⁸̇̇  ¹ᵗ x(t)=e⁸̇̇  ¹ᵗ x(t)=31e¯ᵗ

The solution for x’=-x, x(0)=4.9, t≥ 0 is 

_____________________
x(t)=4.9e¯ᵗ x(t)=4.9eᵗ x(t)=e¯⁴̇̇̇       ⁹ᵗ x(t)=e⁴̇̇̇       ⁹ᵗ x(t)=4.9e¯ᵗ

 The solution for x’=-x, x(0)=9, t≥ 0 is 

_____________________
x(t)=9e¯ᵗ x(t)=9eᵗ x(t)=e¯⁹ᵗ x(t)=e⁹ᵗ x(t)=9e¯ᵗ

The __________has unique solution.
boundary value 

problem

local exixtence 

problem

cinitial value 

problem none of the above initial value problem
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Possible Questions                               

System of Linear Differential Equations 



The __________ equation possesses a reular singular point at

t=0. Bessel equation
legendre equation lagrange equation hermite equation

Bessel equation

The second order linear _____________ equation is of the

form xꞌꞌ + a1(t)xꞌ+a2(t)x= 0.

non-

homogeneous
homogeneous lagrange equation hermite equation homogeneous

If the columns are linearly _______________ in the matrix φ 

then the matrix is called fundamental matrix.
linear

non-linear independent dependent independent

 The variable _____________ is a function of t. x(t,t₀) x(t,t,x₀) x(t,t₀,x) x(t,t₀,x₀) x(t,t

₀

,x

₀

)

 In ___________ conditions, the value of K is <0. lipschitz non-linear independent dependent lipschitz

The linearity principle for

______________________________ holds for linear

differential equation.

 Non-

homogeneous 

equation 

ordinary 

differential equation
Homogeneous 

equation  

dnon-linear 

equation

ordinary differential 

equation

If  A=2I,then the ___________is 4. tr(A') tr(A.A) tr(A) tr(0) tr(A) 

A real or complex-valued function φ defined on a non-empty 

subset is said to be a ________ if it possesses the first order 

derivative.

 function  solution  order  degree  solution

A differential equation of ___________order of the form 

x'=g(t)h(x) is called an equation with variables separable.  first  second
 third  fourth

 first
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 UNIT – III  

System of Linear Differential Equations  

   

 

Theorem 3.1: 
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Theorem 3.2 
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Theorem 3.3: 

 

 

  

Theorem 3.4: 
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Theorem 3.5 
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Theorem 3.6 

  

 

 

Theorem 3.7 
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Part -B (5x6=30 Marks) 

 

Possible Questions: 

1 Find a fundamental matrix for X’=AX, where A = [
3 −2

−2 3
] 

2. Let P(t) and R be the matrices obtained in Floquet theorem. Prove that the transformation   

 x =P(t) reduce the linear system xꞌ=A(t)x to the system zꞌ = Rz. 

3. Let f(t) be periodic  with period 𝜔. Prove that there is a solution x(t) of xꞌ = Ax + f(t),               

 t є (-∞,∞) is periodic of period 𝜔 iff x(0) = x(𝜔). 

4. Determine the variation of parameter formula. 

5. Find a fundamental matrix etA where A = [
3 −2

−2 3
] 

6. Show that 𝜑( t) = [
𝑒−3𝑡     𝑡𝑒−3𝑡    𝑒−3𝑡𝑡

2

2!

 0         𝑒−3𝑡          𝑡𝑒−3𝑡

 0               0         𝑒−3𝑡         

] is a fundamental matrix of the linear system       

      x(t)ꞌ = A(t).x(t) where x = [

𝑥1

𝑥2

𝑥3

], A = [
−3 1 0
0 −3 1
0 0 −3

] 

7. Determine etA for the system x-1 = Ax where A=[
−1 2 3
0 −2 1
0 3 0

] 

8. State and prove Floquet theorem. 

9. The general solution of system x’=Ax, t∈ 𝐼 𝑖𝑠 𝑥(𝑡)= et(A)c where c is an arbitrary constant 

 vector. Then prove that the solution of x’=Ax with initial condition x(t0)=x0, t0∈ 𝐼,is 

 given by x(t)=e(t-t
0

)Ax0, t∈ 𝐼.     

10. . Determine etA for the system X’=AX where A=[
1 0 0
0 1 0
0 0 2

] 
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Part –C (1x10=10 Marks) 

 

Possible Questions 

1.Show that 𝜑( t) = [
𝑒−3𝑡     𝑡𝑒−3𝑡    𝑒−3𝑡𝑡

2

2!

 0         𝑒−3𝑡          𝑡𝑒−3𝑡

 0               0         𝑒−3𝑡         

] is a fundamental matrix of the linear system       

      x(t)ꞌ = A(t).x(t) where x = [

𝑥1

𝑥2

𝑥3

], A = [
−3 1 0
0 −3 1
0 0 −3

] 

 

2. Determine etA for the system X’=AX where A=[
1 0 0
0 1 0
0 0 2

] 

 

3. Determine etA for the system x-1 = Ax where A = [
3 1 0
0 3 1
0 0 3

] 

4. Determine the variation of parameter formula and Find a fundamental matrix etA 

         where A = [
3 −2

−2 3
] 

 

 

 



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

Let f1 , f2 , ......fn be given n real valued functions defined on

some open connected set be contained in ______

dimensional space n-1  n  n+1  n+1/2  n+1

Let A=(t0 , α

₁

, α

₂

………...αn) is a point in D . then the

dimension of a is _____
n-1     

 n  n+1
 n+1/2

 n+1

The system of the equation xʹ=A(t)x where t ЄI is

called_______ Homogeneous  non homogenous  linear  non linear Homogeneous 

The n
th

order differential equation can be reduced from

______ system of equation n  n+1 n-1
1

n 

The set of all solution of the system is in the field of ______ real     complex     rational exponential   complex    

The solution of the x''-2x'+x=0   x(0)=0 , x'(0)=1 where 

tЄ[0,a] is  (teᵗ, eᵗ)   ( teᵗ+(1+t) eᵗ) ( eᵗ, teᵗ)  (0, eᵗ) ( teᵗ+(1+t) eᵗ

The solution of  x'=A(a) is ______________

x(a) =x ₒ+ ₐₒ ∫ᵃ 

A(s) X(s) dx, 

tЄI 

x(a) = ₐₒ ∫ᵃ A(s) 

X(s) dx, tЄI 

x(a) =x ₒ .ₐₒ ∫ᵃ 

A(s) X(s) dx, tЄI 

 x(a) =x ₒ+ ₐₒ ∫ᵃ 

A(s) X(s) ds, tЄI 

If A=2I,then the tr(A) is ____________ 6 4 14 7 4

A solution matrix of x'=A(t)x on  is a fundamental matrix on  

iff ______ det φ(t)=0   det φ(t)≠0   det φ'(t)≠0 A(t)≠0 det φ(t)≠0   

If  φ is a fundamental matrix of X'=A(t)X on I. If C be any 

constant,then _______ is also a fundamental matrix. φ+C  φ-C  Cφ  φ  Cφ

The solution of x='A(t)x is__________________________
 x(a) =x ₒ+ ₐₒ ∫ᵃ 

A(s)x(s))ds

 x(a) =x + ₐₒ ∫ᵃ 

A(s)x(s))ds

 x(a) =x ₒ+ ₐₒ ∫ᵃ 

A(a)x(s))ds

 x(a) =x + ₐₒ ∫ᵃ 

A(a)x(s))ds

 x(a) =x ₒ+ ₐₒ ∫ᵃ 

A(s)x(s))ds

The set of all solution of the system are ______
linearly 

independent linearly dependent linear unique linearly independent

exp(A+B)=__________________________ exp(A)+exp(B) exp(A)exp(B) exp(A)-exp(B) exp(A)/exp(B) exp(A)+exp(B)

exp(AB)=__________________________ exp(A)+exp(B) exp(A)exp(B) exp(A)-exp(B) exp(A)/exp(B) exp(A)exp(B)

log(ab)=___________________________ log(a)+log(b) log(a)-log(b) log(a)log(b) log(a)/log(b) log(a)/log(b)

log(a+b) log(a)+log(b) log(a)-log(b) log(a)log(b) log(a)/log(b) log(a)-log(b)

If φ(t) is a fundamental matrix, then φ'(t)=________________ A(t)φ'(t) A(t)φ(t) A'(t)φ'(t) A(t+w)φ(t) A(t)φ(t)

The system x'=-Aᵗ(t)(x) is __________ to x'=A(t)x adjacent adjoint opposite equal adjoint

If x(t)=deᵃᵗ, then 

x(t+w)=_________________________________w is period eᵃᵗ deᵃᵗ eᵈᵃᵗ Aeᵈᵃᵗ deᵃᵗ

If  φ(t)and φ(t+w)  are a fundamental matrix for x'=A(t)x, 

then(1/ φ(t))φ(t+w)=________________ I singular scalar matrix constant matrix constant matrix

exp(r

₁

+r

₂

+……………….rₐ)w=_________________where rₑ 

are characteristic roots tr φ(w) det(1/ φ(w)) det φ(w) det(rₑ) det φ(w)

A solution matrix of x'=a(t)x t ЄI with the initial condition 

x(t

₀

)=x

₀

, t

₀

 ЄI is ______ eᵃᵗ ⁻ᵃᵗᵒ x₀ eᵃᵗᵒ x

₀

eᵃᵗ  x

₀

eᵃᵗ 

⁺

ᵃᵗᵒ x

₀

eᵃᵗ 

⁻

ᵃᵗᵒ x

₀

For any two differential matrix X and Y , 

d/dt(XY)_________________

d/dt(X)Y+Xd/dt

(Y) d/dt(X)+Xd/dt(Y) d/dt(X)+d/dt(Y) d/dt(XY)+d/dt(Y) d/dt(X)Y+Xd/dt(Y)

For any two differential matrix A, d/dt(1/A)=_____________

 -

(1/A)d/dt(1/A)

A

 -

(1/A)(d/dt(A))(1/A) d/dt(1/A)A (1/A)d/dt(1/A)A  -(1/A)(d/dt(A))(1/A)

If the columns are linearly independent in the matrix φ then 

the matrix is called_________ column matrix fundamental matrix soltion matrix Identity matrix fundamental matrix

If  φ(t) is  a fundamental matrix for x'=A(t)x, then 

φ(t+w)=________________

 a fundamental 

matrix

 fundamental 

matrix of period w

non singular 

matrix singular matrix  a fundamental matrix

which of the following equation is periodic but solution is not 

periodic x'=cos²t x'=x x'=cos²x x'=cos t x'=cos²t

If A(t) is nXn matrix  continuous in t on_______  closed bounded

closed and 

bounded open closed and bounded

If  φ(t) is  a fundamental matrix , then 

φ(t+s)=________________  φ(t)φ(s) φ(t)+φ(s) φ(t)-φ(s) φ(t)/φ(s) φ(t)φ(s)

If  φ(t) is  a fundamental matrix , then 

φ()=________________ column matrix fundamental matrix soltion matrix Identity matrix Identity matrix
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System of Linear Differential Equation



If  (1/φ(t))ᵗ is  a fundamental matrix for the 

equation________________

d/dt (1/φ(t))ᵗ=-

Aᵗ (1/φ(t))ᵗ

d/dt (1/φ(t))ᵗ=Aᵗ 

(1/φ(t))ᵗ

d/dt (1/φ(t))ᵗ=-Aᵗ 

(1/φ(t))ᵗ

d/dt (1/φ(t))ᵗ=-A 

(1/φ(t))ᵗ

d/dt (1/φ(t))ᵗ=-Aᵗ 

(1/φ(t))ᵗ

The system x'=-Aᵗ(t)x, t ЄI has the fundamental matrix of the 

form_____________ (1/φ(t)) (φ(t))ᵗ (1/φ(t))ᵗ (1/φ(t)) (1/φ(t))ᵗ

The solution of x'=Ax+f(t),t Є(-∞,∞) is period w iff x(0)=___ x(∞) x(-∞) x(w) x(t) x(w)

The solution of x''+x=cost is _______________

x(t)=acos(t+b)+

(1/2)t sint x(t)=acos(t+b)

x(t)=cos(t)+(1/2)t 

sint

x(t)=acos(t-

b)+(1/2)t sint

x(t)=acos(t+b)+(1/2)t 

sint

If x'=ax has non zero periodic solution of period b then |E- 

eᵃᵇ|is___________ zero not zero 1 not define zero

A differential equation of first order of the 

form__________is called an equation with variables 

separable.   x'=g'(t)h'(x)   x'=g'(t)h(x)   x'=g(t)h'(x)   x'=g(t)h(x)   x'=g(t)h(x) 

The class of nth order equations is divided mainly into 

______ sub-classes.  one  two  three  fourth  two

A real or complex-valued function φ defined on a _________ 

subset is said to be a solution if it possesses the first order 

derivative.

 Linearly 

independent  Independent  non-empty  empty  non-empty

The order of equation is (D
2
+2D-8)y=0 is______ 1 2 0 8 2

A function is said to be homogeneous function of degree 

_______ if for any t, f(tx, ty) = t
n 

f(x, y)  n-1  n+1  n  n
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Theorem 4.2:  

 

 

Corollary :  
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Example: 

   

 

Example: 

  

 

  



Unit IV       EXISTENCE AND UNIQUENCE OF SOLUTION 2017 Batch 

 

Prepared By: K.Aarthiya, Department of Mathematics, KAHE  Page 7/20 
 

 

 

Theorem 4.3 : 

 

 

Theorem 4.4: 
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Theorem 4.5:  

 

 

Example: 
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Theorem 4.6:  Let 

 

 

Theorem 4.6: 
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Theorem 5.7 : 
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 EXISTENCE AND UNIQUENCE OF SOLUTION OF SYSTEM 
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Lemma : 

  

 

Theorem 4.9  
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Corollary : 

   

 

Example : 
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Part -B (5x6=30 Marks) 

 

Possible Questions: 

1. The error x(t)-xn(t)satisfies the estimates |𝑥(𝑡) − 𝑥𝑛(𝑡)| ≤
𝐿(𝑘ℎ)𝑛+1

𝐾(𝑛+1)!
𝑒𝑘ℎ; 𝑡 ∈ [𝑡0, 𝑡0 + ℎ]. 

2. State and prove the Gronwall inequality. 

3. Prove that  x(t) is a solution of x’=f(t,x), x(t0)=x0 on some interval I if x(t) is a solution  of 

 x(t)=x0+∫ 𝑓(𝑠, 𝑥(𝑠))
𝑡

𝑡0
𝑑𝑠. 

4.  Prove that Picard’s theorem  

5. Assume that f(t,x) is continuous on the strip S defined by S: |𝑡 − 𝑡0| ≤T and |𝑥| < ∞ 

where T is some  finite positive real number. Let f ∈ Lip(S,K). Then prove that the successive 

approximations defined by xn(t) = x0 + ∫ 𝑓(𝑠, 𝑥𝑛−1(𝑠))𝑑𝑠
𝑡

𝑡0
,n=1,2…for the  x’=f(t,x), 

x(t0)=x0 exist on |𝑡 − 𝑡0| ≤T and converge to a solution x of x’=f(t,x). 

 6. Consider the IVP xꞌ = x2 + cos2t, x(0) = 0. Determine the largest interval of existence of its 

solution. 

7. Let  h=min(a,
𝑏

𝐿
)then P.T.the successive approximations given by  

 xn(t) = x0 + ∫ 𝑓(𝑠, 𝑥𝑛−1(𝑠))𝑑𝑠
𝑡

𝑡0
,n=1,2……..are valid on I = |𝑡 − 𝑡0| ≤ ℎ further                                                                             

 |𝑥𝑗(𝑡) − 𝑥0|≤ L|𝑡 − 𝑡0| ≤ b, j = 1,2,…, t∈ 𝐼. 

8. State and prove the theorem on non-local existence of solution of IVP xꞌ= f(t,x),x(t0)=x0. 

9. Assume that f (t, x) is a continuous function on |𝑡| ≤ ∞, |𝑥| < ∞. Further , let f satisfy 

 Lipschitz condition on the strip 𝑆𝑎 for all 𝑎 > 0 where 𝑆𝑎 = {(𝑡, 𝑥): |𝑡| ≤ 𝑎, |𝑥| < ∞}. 

 Then prove that the initial value problem xꞌ = f (t, x), x(t0) = x0. 

10. Prove that  x(t) is a solution  of  x(t)=x0+∫ 𝑓(𝑠, 𝑥(𝑠))
𝑡

𝑡0
𝑑𝑠 if x(t) is a solution of  

     x’=f(t,x),   x(t0)=x0 on some interval I 
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Part -C (1x10=10 Marks) 

 

Possible Questions: 

1.State and prove Picard’s theorem 

2.Consider the IVP xꞌ = x2 + cos2t, x(0) = 0. Determine the largest interval of existence of its 

solution. 

3. Assume that f (t, x) is a continuous function on |𝑡| ≤ ∞, |𝑥| < ∞. Further , let f satisfy 

 Lipschitz condition on the strip 𝑆𝑎 for all 𝑎 > 0 where 𝑆𝑎 = {(𝑡, 𝑥): |𝑡| ≤ 𝑎, |𝑥| < ∞}. 

 Then prove that the initial value problem xꞌ = f (t, x), x(t0) = x0 has a unique solution 

 existing for all  

4.   State and prove the theorem on non-local existence of solution of IVP xꞌ= f(t,x),x(t0)=x0. 

Let  h=min(a,
𝑏

𝐿
)then P.T.the successive approximations given by  

 xn(t) = x0 + ∫ 𝑓(𝑠, 𝑥𝑛−1(𝑠))𝑑𝑠
𝑡

𝑡0
,n=1,2……..are valid on I = |𝑡 − 𝑡0| ≤ ℎ further                                                                             

 |𝑥𝑗(𝑡) − 𝑥0|≤ L|𝑡 − 𝑡0| ≤ b, j = 1,2,…, t∈ 𝐼. 

 

 

 

 

 

 

 

 

 

 



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

The derivative of  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x(s))ds with respect to a x’(a)= f(a , s)  x’(a)= f(a, x) x’(a)= f(a)  x’(a)= f(x)  x’(a)= f(a, x)

The Picard's theorem deal with the problem of existence of a 

___________ solution for a class of non-linear initial value 

problem.

finite unique

infinite none of the above

unique

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₃

(s))ds  is the 

_______________________th  approximation
β+1

β-1 β-2 β β-2

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₄

(s))ds  is the 

_______________________th  approximation
β+1

β-3 β-2 β-1 β-3

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₉

(s))ds  is the 

_______________________th  approximation
β+8

β-8 β-7 β+8 β-8

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₅₃

(s))ds  is the 

_______________________th  approximation
β+53

β-52 β-51 β+52 β-52

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₈₇

(s))ds  is the 

_______________________th  approximation
β+87

β-86 β-85 β+86 β-86

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ

₋₃₄

(s))ds  is the 

_______________________th  approximation
β+34

β-33 β-32 β+32 β-33

Successive approximations is _________________________ 

process
 finite  infinite  n n-1 infinite

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₅₃

(s))ds  is the 

_______________________th  approximation
53

52 51 54 52

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₅

(s))ds  is the 

_______________________th  approximation
4

5 3 1 4

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₃

(s))ds  is the 

_______________________th  approximation
3

2 1 4 2

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₅₅

(s))ds  is the 

_______________________th  approximation
55

54 52 56 54

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₃₃

(s))ds  is the 

_______________________th  approximation
33

32 31 34 32

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₅₃

(s))ds  is the 

_______________________th  approximation
53

52 51 54 52

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₃₄

(s))ds  is the 

_______________________th  approximation
32

33 31 34 33

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₅₆

(s))ds  is the 

_______________________th  approximation
56

55 54 52 55

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₇₈

(s))ds  is the 

_______________________th  approximation
78

77 76 79 77

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₈₉

(s))ds  is the 

_______________________th  approximation
89

88 87 90 88

  x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₉₃

(s))ds  is the 

_______________________th  approximation
93

92 91 94 92

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₈₃

(s))ds  is the 

_______________________th  approximation
83

82 81 84 82

 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,x

₂

(s))ds  is the 

_______________________th  approximation
2

1 0 3 1

The initial value problem furnishing a solution around (t

₀

,x

₀

) 

is called the________________ for an initial value problem.

boundary value 

problem

local exixtence 

problem

initial value 

problem none of the above

local exixtence 

problem

The __________ deals with the problem of existence of a 

unique solution for a class of nonlinear initial value problems.

existence 

theorem uniquenes theorem hermite equation Picard's theorem Picard's theorem

Existence of solutions in the large is also known as 

_________________.

existence 

theorem non-local existence local existence

uniqueness 

theorem non-local existence

The __________________ is an infinite process.
existence 

theorem non-local existence local existence

successive 

approximations

successive 

approximations

The_______________ in the large is alo known as non-local 

existence.

existence 

theorem non-local existence

existence of 

solutions

uniqueness 

theorem existence of solutions

The _____________ furnishing a solution around (t

₀

,x

₀

) is 

called the local existene problem for an initial value problem.

boundary value 

problem

local exixtence 

problem

initial value 

problem none of the above initial value problem
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Existence And Uniqueness of Solution



The Picard's theorem deal with the problem of existence of a 

unique solution for a class of ___________ initial value 

problem.

linear

non-linear independent dependent non-linear

The solution of ___________,t Є(-∞,∞) is period w iff 

x(0)=x(w).
x'=Ax+f(t) x(t)=1/(t-1) x(t)=1/(1-t) x(t)=1/(1+t)  x'=Ax+f(t)

A real or complex-valued function φ defined on a non-empty 

subset is said to be a solution if it possesses the _____order 

derivative.  first  second

 third  fourth

 first

A differential equation of first order of the form x'=g(t)h(x) is 

called an equation with variables ____________.  differentiable  separable
 not separable  not differential

 separable

The function f(x)=4x +2 is of degree 2 1 3 0 1
___________ of a Differential equation is the degree of the 

highest ordered derivative.  derivative  Homogeneous  order  degree  degree

The equation F(x)G(y)dx + f(x)g(y) = 0 is called 

 constant 

equation  first order equation

 second order 

equation  separable equation  separable equation
∂M/∂y = ∂N/∂x is a_________________  Separable  Non separable  Exact  Non exact  Exact

The exact equation is _________  ∂M/∂y = ∂N/∂x  ∂M/∂y + ∂N/∂x =c

 ∂M/∂y - ∂N/∂x 

=2  ∂M/∂y -∂N/∂x =1  ∂M/∂y = ∂N/∂x 

The solution of ordinary differential equation of n order

contains __________ arbitrary constants   More than n
 no  n  Atleast n  n

 ___________________ of differential equation is the graph 

of general particular solution

 differential 

curve  curve  integral curve  differential line  integral curve
If ________________,then the tr(A) is 4. A=4I A=I A=3I A=2I A=2I
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UNIT V 

Oscillations of Second Order Equations 

 

Fundamental Result 

Definition: 

  

 

 

 

Theorem 5.1: 
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Theorem 5.2: 

  

 

 

Theorem 5.3:  

 

  

 

Corollary :  
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Example: 

   

  

Example:  

  

  

 

Theorem 5.3: 

  

  

 



Unit V          Oscillations of Second Order Equations 2017 Batch 

 

Prepared By: K.Aarthiya, Department of Mathematics,KAHE  Page 6/13 
 

 

 

Theorem 5.4: 

  

 

 

Theorem 5.5: 
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COMPARISON THEOREM OF HILLE-WINTNER 
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Theorem 5.6:  
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Part -B (5x6=30 Marks) 

 

Possible Questions 

1 State and prove Hille-Wintner comparison theorem. 

2. Let a(t) be a continuous and positive on (0,- ) with∫ 𝑎(𝑠)
∞

1
𝑑𝑠 = ∞  also assume that x(t)    

         is any solution of x”+a(t)x=0,existing for t  0 then P.T. x(t) has infinite zero’s in (0, ). 

3. Show that the equation xꞌꞌ + x = 0 is oscillatory. 

4. State and prove Strum’s separation. 

5. For large t, let a (t) be a continuous function for which f(t) exists and f(t) > pt -1 where 

 p>1/4. Then prove that xꞌꞌ (t) + a(t)x = 0 is oscillatory. 

6. Let x(t) be a xꞌꞌ(t) + a(t)x = 0, t≥ 0 existing on (0, ∞).If a(t)<0 on (0, ∞) then prove that 

 x(t) has atmost one zero. 

7. Let a(t) in xꞌꞌ(t) + a(t)x = 0 be continuous on (0, ∞) and let a* = lim
𝑡→∞

sup 𝑡𝑓(𝑡) < 1/4 

 then prove that xꞌꞌ(t) + a(t)x = 0 is non- oscillatory. 

8. State and prove Strum’s comparison. 

9. Let a(t) be a continuous and positive on (0,- ) with∫ 𝑎(𝑠)
∞

1
𝑑𝑠 = ∞  also assume that x(t) 

is any solution of x”+a(t)x=0,existing for t  0 then P.T. x(t) has infinite zero’s in (0, ). 

10. Assume that f(t)= ∫ 𝑎(𝑠)𝑑𝑠
∞

𝑡
 exists on (0, ∞). Let v(t) be a continuous function such that 

 v(T) – v(t)+ ∫ 𝑣2(𝑠)𝑑𝑠
𝑇

𝑡
= − ∫ 𝑎(𝑠)𝑑𝑠

𝑇

𝑡
 for each T ≥ t and for each t in (0, ∞). Then 

 prove that the integral  ∫ 𝑣2(𝑠)𝑑𝑠
∞

𝑡
 converges and v(T) →0 as T→ ∞. 
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Part –C (1x10=10 Marks) 

 

Possible Questions 

1. State and prove Hille-Winter comparison theorem. 

2. State and prove Strum’s comparison. 

3. If x(t) is a solution of equation x”+a(t)x=0,there exists x(t) does not vanish for t t0 then 

prove that V(t)=x’(t)/x(t),t t0 is well defined and satisfy the Riccati equation V’(t)+V2(t)=-

a(t).  

4. State and Prove Strum’s Separation Theorem  

5. State and prove Hille theorem and winter theorem 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



Question Choice 1 Choice 2 Choice 3 Choice 4 Answer

 If x(t*)=0 then a point t=t* ≥0 is a solution of x’’=f(t,x,x’) is 

called _______________ Oscillatory Zero solution Non oscillatory Non zero solution Zero solution

 A zero of a solution x(t) of x’’=f(t,x,x’) if x(t*)=0 at a point 

t=____________ 0 t*>1 t*≥0 t*=0 t*≥0

 The zero’s of solution of x’’+a(t)x’+b(t)x=0 are 

___________ Isolated Parallel Oscillatory Non oscillatory Isolated

 Elementary linear equation is of the 

form__________________ x’+a(t)x=0 x’’+a(t)x≠0 x’’+a(t)x=0 x’+a(t)x≠0 x’’+a(t)x=0

If the equation x’’+a(t)x=0, t ≥ 0 is non oscillatoryiff it has a 

solution with only _________________ Infinite One Two Finite Finite

 When the euler equation is oscillatory? K=1/4 K>1/4 K<1/4 K≥1/4 K>1/4

When the euler equation is non oscillatory? K=1/4 K>1/4 K<1/4 K≤1/4 K≤1/4

The Euler equation of the form_________________ x’’+a(t)x=0 x’’+(k /t)x=0 x’’+(k/t²) x=0 x’’+kx=0 x’’+(k/t²) x=0

The Riceatin equation is________________

v’(t)+ v² ( 

t)+a(t)=0 v’(t)+v(t)=0

v’’(t)+v’(t)+a(t)=

0 v’’(t)+a(t)=0 v’(t)+ v² ( t)+a(t)=0

 If the solution of x’’+a(t)x=0, t ≥ 0 on (0,    ),  a(t)<0 then 

x(t) has _______________ atleast one zero atmost one zero

more then one 

zero one zero atmost one zero

The solution of x’’=f(t, x, x’) ,t≥0 existing in 

__________________________ [0,  ) [0, ] (0,  ) (0,   ] [0,  )

 The solution of x’’=f(t, x, x’), t≥0  in [0,]    

is______________ solution        Non trivial  trivial  isolated non isolated Non trivial  

The solution of x’’=f(t, x, x’), t≥0  is non oscillatory if it does 

not have ________in [t

₀

,] Solution Value Zero Non zero Value

The solution of x’’=f(t, x, x’), t≥0  is non oscillatory if it does 

not have zero in ______ [t

₀

 ,  ) [t

₀

 , ] (t

₀

, ] (t

₀

 , )  (t

₀

 , ∞]

 The solution of x’’=f(t, x, x’), t≥0  is _____________ if it 

does have zero in [ t

₀

  ,] Isolate Parallel Oscillatory Non oscillatory Oscillatory

 The solution of x’’=f(t, x, x’), t≥0  is Oscillatory if it does 

have ______ in [ t

₀

  ,] Solution Value Zero Non zero Solution

The solution of x’’=f(t, x, x’), t≥0  is oscillatory if it does 

have zero in ______ [t

₀

    ,  ) [t

₀

    , ] (t

₀

    , ] (t

₀

    , )  (t

₀

 , ∞)

The solution of x’’=f(t, x, x’), t≥0  is _____________ if it 

does have zero in [   t ,] Isolate Parallel Oscillatory Non oscillatory Isolate

 Let  x(t) &  y(t) are two linearly independent solution then 

w(x(t),  y(t))=____________________ Zero Non zero Infinity   Infinity Non zero

 Let  x(t) &  y(t) are two linearly dependent solution then 

w(x(t),  y(t))=____________________ Zero Non zero Infinity  – Infinity Zero

If w(x(t),  y(t))=0 then  x(t) &  y(t) are 

____________________ solution

Linearly 

independent dependent Same Different dependent

 If w(x(t),  y(t))≠ 0 then  x(t) &  y(t) are 

____________________ solution

Linearly 

independent Independent Same Different Linearly independent

 If w(x(a), y(a))≠0, here  ‘a’ should be  

____________________ point

Linearly 

independent common dependent Different common

 If w(x(a), y(a))≠0, here  ‘a’ is called   

____________________ of the equation

Linearly 

independent zero dependent point zero

 The zero of  y=sin2t is t=___________________

0,½π,π………

… 0,π,2π………… 0,½π,………… 0 0,½π,π…………

The zero of  y=sin t is t=___________________

0,½π,π………

… 0,π,2π………… 0,½π,………… 0 0,π,2π…………

The zero of y=cost is t=__________________

0,½π,π………

… 0,½π,…………  ½π  ½π,…………  ½π,…………

The zero of  y=sint cost is t=___________________

0,½π,π………

… 0,π,2π………… 0,½π,………… 0 0,½π,π…………

The zero of  y=sin(t/2) is t=___________________

0,½π,π………

… 0,2π………… 0,½π,………… 0 0,2π…………

The zero of  y=cos(t/4) is t=______________

0,½π,π………

… 2π,6π,…………  ½π 0 2π,6π,…………
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The zero of  y=cos(2t) is t=________________ 0,π/4,………… π/2,3π/2,…………  π/4  π/4,3π/4,…………   π/4,3π/4,…………

The zero of  y=sin4t is t=___________________ 0,π/4,………… 0,2π,4π………… 0,π/4,………… 0 0,π/4,…………

The zero of  y=2sint cost is t=___________________

0,½π,π………

… 0,π,2π………… 0,½π,………… 0 0,½π,π…………

The zero of  y= (t-1)(t-2) is t=___________________ 1, -2 1, 2  -1, -2  -1,2  1, 2

 The zero of  y= (t+1)(t+2) is t=___________________ 1, -2 1, 2  -1, -2  -1,2  -1, -2

 The zero of  y= (t-1)(t+2) is t=___________________ 1, -2 1, 2  -1, -2  -1, 2  1, -2

The zero of  y= (t+1)(t-2) is t=___________________ 1, -2 1, 2  -1, -2  -1,  2  -1,  2

The zero of  y= (t-2)(t-2) is t=___________________  -2, -2 2, 2  -1, -2  -1, 2 2, 2

The zero of  y= (t-1)(t-2)(t-3) is t=___________________ 1, 2, 3  -1, -2, 3  -1, 2, -3  1, 2, 3

The zero of  y=(t-1)(t-1)(t-2) is 

t=_________________________ 1, 1, 2  -1, -1, -2  -1,  2, -2  1, 1, 2
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PART - A (20 x 1 =20 Marks) 
                        

1. If A(t) is n x n matrix  continuous in t on_______ 

a)  closed    b) bounded 

c) closed and bounded   d) open 

 

2. The solution of x''+x=cost is _______________ 

a) x(t)=acos(t+b)+(1/2)t sint  b) x(t)=acos(t+b) 

c) x(t)=cos(t)+(1/2)t sint  d) x(t)=acos(t-b)+(1/2)t sint 

 

3. If  φ(t) is a fundamental matrix, then φ(t+s)=________________ 

a) φ(t)φ(s)     b) φ(t)+φ(s) 

c) φ(t)-φ(s)     d) φ(t)/φ(s) 

 

 

4. The solution of x'=Ax + f(t),t Є(-∞,∞) is period w iff x(0)=___ 

a) x(∞)      b) x(-∞) 

c) x(w)      d) x(t) 

 

5. The system x'=-Aᵗ(t)x, t ЄI has the fundamental matrix of the 

form_____________ 

 

a) (1/φ(t))     b) (φ(t))ᵗ 

c) (1/φ(t))ᵗ     d) (1/φ(t)) 

 

6. The __________________ is an infinite process. 

a) existence theorem   b) non-local existence 

c) local existence   d) successive approximations 

 

7. The Picard's theorem deal with the problem of existence of a 

unique solution for a class of ___________ initial value problem. 

a) linear     b) non-linear 

c) independent     d) dependent 

 

8. The Picard's theorem deal with the problem of existence of a 

___________ solution for a class of non-linear initial value problem. 

a) finite     b) unique 

c) infinite     d) none of the above 

 



9. The initial value problem furnishing a solution around (t₀,x₀) is 

called the________________ for an initial value problem. 

a) boundary value problem  b) local exixtence problem 

c) initial value problem  d) none of the above 

 

10. The_______________ in the large is also known as non-local 

existence. 

a) existence theorem   b) non-local existence 

c) existence of solutions  d) uniqueness theorem  

 

11. The __________ deals with the problem of existence of a unique 

solution for a class of    non-linear initial value problems. 

a) existence theorem    b) uniquenes theorem 

c) hermite equation    d) Picard's theorem 

 

12. Successive approximations is _________________________ 

process 

a) finite     b) infinite 

c) n      d) n-1 

 

13. Existence of solutions in the large is also known as 

_________________. 

a) existence theorem    b) non-local existence 

c) local existence    d) uniqueness theorem  

 

 

14. A zero of a solution x(t) of x’’=f(t,x,x’) if x(t*)=0 at a point 

t=____________ 

a) 0      b) t*>1 

c) t*≥0      d) t*=0 

 

15. The Euler equation of the form_________________ 

a) x’’+a(t)x=0     b) x’’+(k /t)x=0 

c) x’’+(k/t²) x=0    d) x’’+kx=0 

 

16. The solution of x’’=f(t, x, x’), t≥0  is non oscillatory if it does 

not have zero in ______ 

a) [t₀ ,  ∞)     b) [t₀ , ∞] 

c) (t₀, ∞]     d) (t₀ , ∞) 

 

17. The zero of y=cost is t=__________________ 

a) 0,½π,π…………    b) 0,½π,………… 

c) ½π      d) ½π,………… 

 

18. The zero’s of solution of x’’ + a(t)x’ + b(t)x=0 are ___________ 

a) Isolated     b) Parallel 

c) Oscillatory     d) Non oscillatory 

 

19. Let  x(t) &  y(t) are two linearly dependent solution then w(x(t),  

y(t))=_________. 

a) zero      b) non zero 

c) infinity     d) –infinity 



20. The zero of  y = (t-1)(t-2) is t=___________________ 

a) 1, -2      b) 1, 2 

c) -1, -2     d) -1,2 

 

 

PART-B ( 3 x 2  = 6 Marks) 

Answer all the questions 

 

21. State the Floquet theorem. 

 

22. State and Gronwall inequality. 

  

23. Define Isolated. 

 

 

PART-B ( 3 x 8  = 24 Marks) 

Answer all the questions 

 

24. a) Find a fundamental matrix for X’=AX, where A = [
3 −2
−2 3

] 

(Or) 

     b)  Determine etA for the system X’=AX where A=[
1 0 0
0 1 0
0 0 2

] 

 

 

25. a) Prove that  x(t) is a solution of x’=f(t,x), x(t0)=x0 on some   

          interval I iff x(t) is a solution  of x(t)=x0+∫ 𝑓(𝑠, 𝑥(𝑠))
𝑡

𝑡0
𝑑𝑠. 

(Or) 

     b) Consider the IVP x1 = x2 + cos2t, x (0) = 0. Determine the  

          largest interval of existence of its solution. 

26. a) State and prove Strum’s separation. 

(Or) 

       b) Let a(t) be a continuous and positive on (0,- ) with  

         ∫ 𝑎(𝑠)
∞

1
𝑑𝑠 = ∞  also assume that x(t)  is any solution of 

         x”+a(t)x=0,existing for t  0 then P.T. x(t) has infinite zero’s   

         in (0, ). 
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PART - A (20 x 1 =20 Marks) 

 1 x(a) =x ₒ+ ₐₒ ∫ᵃ f(s,xᵦ₋₈₇(s))ds  is the ________  approximation                                                                                                  

a ) β+87     b ) β-86                                        

c ) β-85     d ) β+86                                      

2. The solution of x''+x=cost is _______________                                 

a) x(t)=acos(t+b)+(1/2)t sint  b) x(t)=acos(t+b)                    

c) x(t)=cos(t)+(1/2)t sint  d) x(t)=acos(t-b)+(1/2)t sint    

3. If  φ(t) is a fundamental matrix, then φ(t+s)=________________  

a) φ(t)φ(s)    b) φ(t)+φ(s)                    

c) φ(t)-φ(s)    d) φ(t)/φ(s)                

4. The solution of x'=Ax + f(t),t Є(-∞,∞) is period w iff x(0)=___   

a) x(∞)     b) x(-∞)                         

c) x(w)     d) x(t)                

5. The system x'=-Aᵗ(t)x, t ЄI has the fundamental matrix of the 

form_____________                  

a) (1/φ(t))     b) (φ(t))ᵗ             

c) (1/φ(t))ᵗ     d) (1/φ(t)) 

6. The __________________ is an infinite process.              

a) existence theorem   b) non-local existence             

c) local existence   d) successive approximations 

7. The Picard's theorem deal with the problem of existence of a 

unique solution for a class of ___________ initial value problem.   

a) Linear    b) non-linear                              

c) independent    d) dependent                               

8. If x(t*)=0 then a point t=t* ≥0 is a solution of x’’=f(t,x,x’) is 

called _______________                                                                                      

a) Oscillatory     b) Zero solution                       

c) Non oscillatory    d) Non zero solution                  

9. The initial value problem furnishing a solution around (t₀,x₀) is 

called the________________ for an initial value problem.                                           

a) boundary value problem  b) local exixtence problem                   

c) initial value problem  d) none of the above                            

10. The_______________ in the large is also known as non-local 

existence.                                                                                                           

a) existence theorem   b) non-local existence                              

c) existence of solutions  d) uniqueness theorem                      

11. The __________ deals with the problem of existence of a unique 

solution for a class of    non-linear initial value problems.                                                           

a) existence theorem   b) uniquenes theorem                  

c) hermite equation   d) Picard's theorem                  

12. Successive approximations is ________________process                                                                                                               

a) finite     b) infinite                                 

c) n      d) n-1 

 



13. Elementary linear equation is of the form_____________                                 

a) x’+a(t)x=0     b) x’’+a(t)x≠0                            

c) x’’+a(t)x=0     d) x’+a(t)x≠0                                

14. A zero of a solution x(t) of x’’=f(t,x,x’) if x(t*)=0 at a point 

t=____________                                                                                                  

a) 0      b) t*>1                                

c) t*≥0      d) t*=0                                        

15. The Euler equation of the form_________________                                                  

a) x’’+a(t)x=0     b) x’’+(k /t)x=0                             

c) x’’+(k/t²) x=0    d) x’’+kx=0                                        

16. The solution of x’’=f(t, x, x’), t≥0  is non oscillatory if it does 

not have zero in ______                                                                                       

a) [t₀ ,  ∞)     b) [t₀ , ∞]                                      

c) (t₀, ∞]     d) (t₀ , ∞)                                          

17. The zero of y=cost is t=__________________                                             

a) 0,½π,π…………    b) 0,½π,…………                              

c) ½π      d) ½π,…………                       

18. The zero’s of solution of x’’ + a(t)x’ + b(t)x=0 are ___________                  

a) Isolated     b) Parallel                                 

c) Oscillatory     d) Non oscillatory                   

19. Let  x(t) &  y(t) are two linearly dependent solution then w(x(t),  

y(t))=_________.                                                                                           

a) zero      b) non zero                                   

c) infinity     d) –infinity                            

20. The zero of  y = (t-1)(t-2) is t=___________________                               

a) 1, -2      b) 1, 2                                          

c) -1, -2     d) -1,2 

PART-B ( 3 x 2  = 6 Marks) 

Answer all the questions                       

21. State the Floquet theorem.                       

22. State and Gronwall inequality.                                                                    

23. Define Isolated. 

PART-C ( 3 x 8  = 24 Marks) 

Answer all the questions 

24. a) Find a fundamental matrix for X’=AX, where A = [
3 −2
−2 3

]  

                                              (Or)                                                                                                       

b)  Determine etA for the system X’=AX where A=[
1 0 0
0 1 0
0 0 2

]        

25. a Consider the IVP xꞌ = x2 + cos2t, x(0) = 0. Determine the 

largest interval of existence of its  solution. 

                                               (Or)                                                                            

b) Consider the IVP x1 = x2 + cos2t, x (0) = 0. Determine the largest 

interval of existence of its solution.                                                     

26. a) State and prove Strum’s separation.                                                 

(Or) 

 b) Let a(t) be a continuous and (+ve) on (0,- ) with∫ 𝑎(𝑠)
∞

1
𝑑𝑠 = ∞ 

also assume that x(t) is any solution of x”+a(t)x=0,existing for t  0 

then Prove that x(t) has infinite zero’s in (0, ).                                                                                                                        
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