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Scope: This course aims to provide students with comprehensive and in-depth knowledge of: 

 architecture and functioning of database management systems  

 to design and built a database system 

 integrity constraints, triggers, functional dependencies, and normal forms 

 

Course Objective:  

A student who successfully completes this course should, at a minimum, be able to: 

 Understand the role and nature of relational database management systems (RDBMS) in 

today's IT environment. 

 Translate written business requirements into conceptual entity-relationship data models. 

 Convert conceptual data models into relational database schemas using the SQL Data 

Definition Language (DDL).  

 Query and manipulate databases using the SQL Data Manipulation Language (DML).  

 

 

UNIT I 

Basic concepts -  Database & Database Users - Characteristics of the Database - Database 

Systems. Concepts & Architecture-Date Models. Schemas & Instances - DBMS Architecture & 

Data Independence - Data Base languages & Interfaces – Data Modelling using the Entity - 

Relationship Approach 

 

UNIT II 

 

Relational Model. Languages & Systems - Relational Data Model & Relational Algebra -

Relational Model Concepts - Relational Model Constraints-Relational Algebra - SQL - A 

Relational Database Language - Date Definition in SQL - View & Queries in SQL - Specifying 

Constraints & Indexes in SQL - Specifying Constraints & Indexes in SQL - a Relational 

Database Management Systems - ORACLE/INGRES 

 

UNIT III 

   
Conventional Data Models & Systems - Network, Data Model & IDMS Systems                                                                                        

-  Membership types & options in a set - DML for the network model - Navigation within a 

network database - Hierarchical Data Model & IMS System - Hierarchical Database structure - 

HSAM, HISAM, HDAM & HIDAM organization - DML for hierarchical model - Overview of 
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Relational Data Base Design - Function Dependencies & Normalization for Relational Databases 

- Functional Dependencies - Normal forms based on primary keys - (INF, 2NF, 3NF & BCNF)  - 

Lossless jooin & Dependency perserving decomoposition  

 

UNIT V 

 

Concurrency Control & Recovery Techniques - Concurrency Control Techniques - Locking 

Techniques - Time stamp ordering - Gravularity of Data items - Recovery Techniques -Recovery 

concepts - Database backup and recovery from catastrophic failures - Concepts of Object 

oriented data base management systems. 
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LECTURE PLAN 

UNIT - I 

 

SI. 

NO 

LECTURE 

DURATIO

N (HR) 

TOPICS TO BE COVERED SUPPORT 

MATERIALS 

1.  1 Basic concepts - Database & Database Users T3: 3 – 8 

2.  1 Characteristics of the Database T3: 38– 13 

3.  1 

 

Date Models 

Schemas & Instances Database Systems. 

Conceopts & Architecture-Date Models. Schemas 

& Instances 

T3: 23 - 27 

4.  1 DBMS Architecture , Data Independence T3: 27 – 30 

5.  1 Data Base languages & Interfaces T3: 30 - 32 

6.  1 Data Modelling using the Entity - Relationship 

Approach 

T3 : 41-72 

 

7.  1 Recapitulation and discussion of important 

questions 

 

 

 

Text Book: 

T3: Elmsari and Navathe, "Fundamentals of Database Systems", Addison Wesley, New 

York. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 



UNIT - II 

 

SI. 

NO 

LECTURE 

DURATION 

(HR) 

TOPICS TO BE COVERED SUPPORT 

MATERIALS 

1.  1 Relational Model. Languages & Systems -  T3: 195 - 202 

2.  1 Relational Data Model W1 

3.  1 Relational Algebra Relational Model 

Concepts 

T2: 145 - 183 

4.  1  Relational Model Constraints T2 : 202 - 209 

5.  1 Relational Algebra - SQL T2 : 211 - 226 

6.  1 A Relational Database Language T2 : 208 - 220 

7.  1 Data Definition in SQL T2 : 221 - 231 

8.  1 View &SQL  Queries in SQL T4 : 233 - 241 

9.  1 Specifying Constraints & Indexes in SQL  T4 : 605 - 620 

10.  1 Specifying Constraints & Indexes in SQL  T4 : 625 - 629 

11.  1 a Relational Database Management Systems - 

ORACLE/INGRES 

W1, J3 

12.  1 Recapitulation and discussion of important 

questions 

 

 

 

Text Book: 

T2: Desai, B'., "An Introduction to Database Concepts", Galgotia Publications. New Delhi. 

T3: Elmsari and Navathe, "Fundamentals of Database Systems", Addison Wesley, New 

York. 

T4: Ullman, J.D., "Principles of Database Systems", Galgotia Publications. New Delhi. 

 

Websites: 

W1: https://en.wikipedia.org/wiki/Ingres_(database) 

 

Journals: 

J3: Journal of Database Management (JDM) 
 

 

 

 

 

 

 

 

 

 

 

 

 



 

UNIT - III 

 

SI. 

NO 

LECTURE 

DURATION 

(HR) 

TOPICS TO BE COVERED SUPPORT 

MATERIALS 

1.  1 
Conventional Data Models & Systems - 

Network, Data Model & IDMS Systems                                                                                         

W2: 1 - 6 

  Membership types and options in a set W2: 7 - 26 

   W2: 7 - 26 

2.  1 
DML for the network model –  

 

W2: 27 – 32, T2: 407 - 

420 

3.  1 Navigation within a network database  

     4. 1 

Hierarchical Data Model  & IMS Systems 

Hierarchical Database structure 

HSAM, HISAM 

T2:427 - 438 

T2:427 - 438  

W3: 1 – 23, W4: 1 - 15 

5. 1 HDAM & HIDAM organization W3: 1 – 23, W4: 1 - 15 

6. 1 
DML for hierarchical model 

Overview of IMS 

T2: 443 - 450 

W3 : 24 – 25, J3 

7. 1 
Recapitulation and discussion of important 

questions 

 

 

Text Book: 

T2: Desai, B'., "An Introduction to Database Concepts", Galgotia Publications. New Delhi. 

 

Websites: 

W2: http://codex.cs.yale.edu/avi/db-book/db6/appendices-dir/d.pdf 

W3: http://codex.cs.yale.edu/avi/db-book/db6/appendices-dir/e.pdf 

W4: http://sceweb.sce.uhcl.edu/helm/DataBaseSystems/References/AppendixD.pdf 

 

Journals: 

J3: Journal of Database Management (JDM) 
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UNIT - IV 

 

SI. 

NO 

LECTURE 

DURATION 

(HR) 

TOPICS TO BE COVERED SUPPORT 

MATERIALS 

1.  1 Relational Data Base Design  

Functional Dependencies 

T3: 501 – 513, J2 

2.  1 Normalization for Relational Databases  J2 

3.  1 Functional Dependencies  

4.  1 Normal forms based on primary keys T3: 513 - 519 

5.  1 1NF 

2NF 

3NF 

BCNF 

T3: 519 - 523 

6.  1 Lossless join  T2: 315 - 323 

7.  1  Dependency preserving decomposition T2: 323 - 332 

8.  1 Recapitulation and discussion of important 

questions 

 

 
 

Text Book: 

T2: Desai, B'., "An Introduction to Database Concepts", Galgotia Publications. New Delhi. 

T3: Elmsari and Navathe, "Fundamentals of Database Systems", Addison Wesley, New 

York. 

 

Journals: 

J2: Distributed and Parallel Databases 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

UNIT - V 

 

SI. 

NO 

LECTURE 

DURATION 

(HR) 

TOPICS TO BE COVERED SUPPORT 

MATERIALS 

1.  1 Concurrency Control  T3: 777 – 778, J3 

2.   Recovery Techniques T3: 778 – 780 

3.   Concurrency Control Techniques T3: 780 – 784 

4.  1 Locking Techniques T3: 784 - 788 

5.  1 Time stamp ordering T3: 788 – 791 

6.  1  Granularity of Data items T3: 795 - 798 

7.  1 Recovery Techniques -  T3: 807 - 810 

8.   Recovery concepts T3: 810 - 815 

9.  1 Database backup and recovery from 

catastrophic failures  

T3 : 826 - 827 

10.  1 Concepts of Object oriented data base 

management systems. 

T2: 821 - 828 

11.  1 Recapitulation and discussion of important 

questions 

 

12.  1 Discussion of previous ESE Questions  

13.  1 Discussion of previous ESE Questions  

14.  1 Discussion of previous ESE Questions  

 

 

Text Book: 

T2: Desai, B'., "An Introduction to Database Concepts", Galgotia Publications. New Delhi. 

T3: Elmsari and Navathe, "Fundamentals of Database Systems", Addison Wesley, New 

York. 

 

Journals: 

J3: Database Management & Information Retrieval 
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Basic Concepts 

 

Data: 

It is a collection of information. 

The facts that can be recorded and which have implicit meaning known as 'data'. 

Example: 

Customer  -----  

1.cname. 

2.cno. 

3.ccity. 

Database: 

It is a collection of interrelated data. These can be stored in the form of tables. 

A database can be of any size and varying complexity. 

A database may be generated and manipulated manually or it may be computerized. Example: 

Customer database consists the fields as cname, cno, and ccity 

 

Cname Cno Ccity 
   

 

Database System: 
It is computerized system, whose overall purpose is to maintain the information and to make that 

the information is available on demand. 

 

   Advantages: 

1.Redundency can be reduced. 

2.Inconsistency can be avoided. 

3.Data can be shared. 

4.Standards can be enforced. 

5.Security restrictions can be applied. 

6.Integrity can be maintained. 

7.Data gathering can be possible. 

8.Requirements can be balanced. 

 

UNIT I 

Basic concepts -  Database & Database Users - Characteristics of the Database - Database Systems. 

Concepts & Architecture-Date Models. Schemas & Instances - DBMS Architecture & Data Independence 

- Data Base languages & Interfaces – Data Modelling using the Entity - Relationship Approach 
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 Database Management System (DBMS): 
It is a collection of programs that enables user to create and maintain a database. In other words 

it is general-purpose 

software that provides the users with the processes of defining, constructing and manipulating 

the database for various applications. 

Disadvantages in File Processing 

    Data redundancy and inconsistency.     Difficult in accessing data. 

    Data isolation. 

 

    Data integrity. 

    Concurrent access is not possible.     Security Problems. 

. 

 

 Advantages of DBMS: 
1.Data Independence. 

2.Efficient Data Access. 

3.Data Integrity and security. 

4.Data administration. 

5.Concurrent access and Crash recovery. 

6.Reduced Application Development Time. 

 

Applications 
Database Applications: 

Banking: all transactions Airlines: reservations, schedules Universities:  registration, grades 

Sales: customers, products, purchases 

Online retailers: order tracking, customized recommendations Manufacturing: production, 

inventory, orders, supply chain Human resources:  employee records, salaries, tax deductions 

 

 

 

People who deal with databases 
 

Many persons are involved in the design, use and maintenance of any database. These persons 

can be classified into 2 types as below. 

 

 Actors on the scene: 
The people, whose jobs involve the day-to-day use of a database are called as 'Actors on the 

scene', 

listed as below. 

 

1.Database Administrators (DBA): 
 

The DBA is responsible for authorizing access to the database, for 
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Coordinating and monitoring its use and for acquiring software and hardware resources as 

needed. 

These are the people, who maintain and design the database daily. DBA is responsible for the 

following issues. 

 

a. Design of the conceptual and physical schemas: 

The DBA is responsible for interacting with the users of the system to understand what data is to 

be stored in the DBMS and how it is likely to be used. 

The DBA creates the original schema by writing a set of        definitions and is 

Permanently stored in the 'Data Dictionary'. 

b. Security and Authorization: 

The DBA is responsible for ensuring the unauthorized data access is not permitted. 

The granting of different types of authorization allows the DBA to regulate which parts of the 

database various users can access. 

 

c. Storage structure and Access method definition: 

The DBA creates appropriate storage structures and access methods 

by writing a set of definitions, which are translated by the DDL compiler. 

 

d. Data Availability and Recovery from Failures: 

The DBA must take steps to ensure that if the system fails, users can continue to access as much 

of the uncorrupted data as possible. 

The DBA also work to restore the data to consistent state. 

 

e. Database Tuning: 

The DBA is responsible for modifying the database to ensure adequate 

Performance as requirements change. 

 

f. Integrity Constraint Specification: 

The integrity constraints are kept in a special system structure that is consulted by the DBA 

whenever an update takes place in the system. 

 

2.Database Designers: 
Database designers are responsible for identifying the data to be stored in the database and for 

choosing appropriate 

structures to represent and store this data. 

 

3. End Users: 
People who wish to store and use data in a database. 

End users are the people whose jobs require access to the database for querying, updating and 

generating reports, listed as below. 

 

a. Casual End users: 
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These people occasionally access the database, but they may need     different information each 

time. 

 

b. Naive or Parametric End Users: 

Their job function revolves around constantly querying and updating the database using 

standard types of queries and updates. 

 

c. Sophisticated End Users: 

These include Engineers, Scientists, Business analyst and others familiarize to implement their 

applications to meet their complex requirements. 

 

d. Stand alone End users: 

These people maintain personal databases by using ready-made program packages that provide 

easy to use menu based interfaces. 

 

 

 

4.System Analyst: 
These people determine the requirements of end users and develop specifications for 

transactions. 

 

5.Application Programmers (Software Engineers): 
These people can test, debug, document and maintain the specified transactions. 

 

b. Workers behind the scene: 
Database Designers and Implementers: 

These people who design and implement the DBMS modules and interfaces as a software 

package. 

 

2.Tool Developers: 

Include persons who design and implement tools consisting the packages for design, 

performance monitoring, and prototyping and test data generation. 

 

3.Operators and maintenance personnel: 

These re the system administration personnel who are responsible for the actual running and 

maintenance of the hardware and software environment for the database system. 

 

3.LEVELS OF DATA ABSTRACTION 
This is also called as 'The Three-Schema Architecture’, which can be used to separate the user 

applications and the physical database. 

 

1.Physical Level: 

This is a lowest level, which describes how the data is actually stores. 
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Example: 

Customer account database can be described. 

 

2.Logical Level: 

This is next higher level that describes what data and what relationships in the database. 

Example: 

Each record 

type customer = record cust_name: sting; 

cust_city: string; 

cust_street: string; 

end; 

 

3.Conceptual (view) Level: 

This is a lowest level, which describes entire database. Example: 

All application programs. 

 

 

1.2 Database Fundamentals 

 

Information and Data 

Information is defined as the knowledge of something; particularly, an event, situation, or 

knowledge derived based on research or experience. Data is any information related to an 

organization that should be stored for any purpose according to the requirements of an 

organization. 

 

What Is a Database? 

A database is a mechanism that is used to store information, or data. A legacy database is simply 

a database that is currently in use by a company. 

 

What Are the Uses of a Database? 

One of the most traditional manual processes with which most of us are familiar is the 

management of information in a file cabinet.  

 

Some of the most common uses for a database include 

• Tracking of long-term statistics and trends 

• Automating manual processes to eliminate paper shuffling 

• Managing different types of transactions performed by an individual or business 

• Maintaining historic information 

 

There are two types of relational databases. A transactional, or Online Transactional Processing 

(OLTP), database is one that is used to process data on a regular basis. A good example of a 

transactional database is one for class scheduling and student registrations. An Online Analytical 

Processing (OLAP) database is one whose main purpose is to supply end-users with data in 
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response to queries that are submitted. Typically, the only transactional activity that occurs in an 

OLAP database concerns bulk data loads. OLAP data is used to make intelligent business 

decisions based on summarized data, company performance data, and trends. The two main types 

of OLAP databases are Decision Support Systems (DSS) and Data Warehouses. 

 

 

1.3 Database Elements 

Several topics are discussed in the following sections. These topics include: 

 The database schema 

  Schema objects 

  Tables 

  Fields and columns 

  Records and rows 

  Keys 

  Relationships 

  Data types 

 

Database Schema 

A schema is quite simply a group of related objects in a database.  

 

The three models associated with a schema are as follows: 

 The conceptual model, also called the logical model, is the basic database model, which 

deals with organizational structures that are used to define database structures such as 

tables and constraints. 

 The internal model, also called the physical model, deals with the physical storage of the 

database, as well as access to the data, such as through data storage in tables and the use 

of indexes to expedite data access. The internal model separates the physical 

requirements of the hardware and the operating system from the data model. 

 The external model, or application interface, deals with methods through which users 

may access the schema, such as through the use of a data input form. The external model 

allows relationships to be created between the user application and the data model. 

Table 

A table is the primary unit of physical storage for data in a database. When a user accesses the 

database, a table is usually referenced for the desired data. Multiple tables might comprise a 

database, therefore a relationship might exist between tables. Because tables store data, a table 

requires physical storage on the host computer for the database. 

 

Columns 

A column, or field, is a specific category of information that exists in a table. A column is to a 

table what an attribute is to an entity 

 

Rows 

A row of data is the collection of all the columns in a table associated with a single occurrence. 

Simply speaking, a row of data is a single record in a table 

 

Data Types 

A data type determines the type of data that can be stored in a database column. 
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Although many data types are available, three of the most commonly used data types are 

• Alphanumeric 

• Numeric 

• Date and time 

Alphanumeric data types are used to store characters, numbers, special characters, or nearly any 

combination. If a numeric value is stored in an alphanumeric field, the value is treated as a 

character, not a number. 

 

Database Integrity 

Data integrity is the insurance of accurate data in the database. Within the scope of the database, 

data integrity is controlled mostly by column constraints. Constraints validate the values of the 

data placed in the database. Constraints can be implemented at both the column level and the 

table level. Constraints can be used to ensure that duplicate data is not entered into the database. 

Constraints are also typically used to ensure that new or modified table data adhere to the 

business rules defined 

 

Referential integrity is the process of ensuring that data is consistent between related tables. 

Referential integrity is a concept that deals with parent/child relationships in the database. 

Referential integrity constraints are created in order to ensure that data entered into one table is 

synchronized with other related tables. Values from one column are dependent on the values 

from another column in another table. 

 

Referential integrity is controlled by keys. A key is a column value in a table that is used to 

either uniquely identify a row of data in a table, or establish a relationship with another table. A 

key is normally correlated with one column in table, although it might be associated with 

multiple columns. There are two types of keys: primary and foreign. 

 

Primary Keys 

A primary key is the combination of one or more column values in a table that make a row of 

data unique within the table. Primary keys are typically used to join related tables. Even if a table 

has no child table, a primary key can be used to disallow the entry of duplicate records into a 

table. For example, an employee’s social security number is sometimes considered a primary key 

candidate because all SSNs are unique. 

 

Foreign Keys 

A foreign key is the combination of one or more column values in a table that reference a 

primary key in another table. Foreign keys are defined in child tables. A foreign key ensures that 

a parent record has been created before a child record. Conversely, a foreign key also ensures 

that the child record is deleted before the parent record. 

 

Relationships 
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Most databases are divided into many tables, most of which are related to one another. In most 

modern databases, such as the relational database, relationships are established through the use 

of primary and foreign keys. 

 

Three types of table relationships that can be derived are as follows: 

• One-to-one - One record in a table is related to only one record in another table. 

• One-to-many - One record in a table can be related to many records in another table. 

• Many-to-many - One record in a table can be related to one or more records in another 

table, and one or more records in the second table can be related to one or more records 

in the first table. 

 
 

Fig 1.1 – Types of Relationships 

1.4 Database Design Concepts 
Before a design effort can proceed full speed ahead, the designer must first take time to 

understand the business. Understanding the business involves understanding the entities, data, 

and rules within an organization, and then converting these attributes of the business into a 

business model. Then, the designer must have a solid comprehension of the proposed database 

model. Finally, the designer will convert the business model into a database model, using a 

design methodology, whether automated or a manual process. 

 

Design Methodology 

A design methodology is the approach taken toward the design of a database. It is the process of 

designing a database with a sound plan from the beginning.  

 

Some of the advantages of using a design methodology include 

• It provides a step by step guide toward database design. 
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• Little or no trial and error is involved. 

• It is easy to document the database and application with the availability of design plans, 

  drawings depicting the organization’s needs, and other deliverables specified. 

• It is easy to modify the database in the future as organization and planning eases the 

  tasks of managing changes. 

  

Converting the Business Model to Design 

Database design is the process of converting business objects into tables and views. It is the 

process of actually designing a database based on a business model. Business model components 

such as entities and attributes are converted into tables and columns. Constraints are added to 

columns where necessary in order to enforce data and referential integrity. Views of tables might 

be created in order to filter the data that a user sees, or to simplify the query process 

 

 
Fig 1.2 – Table Structure 

Application Design 

Application design is the process of creating an interface for the end user through which the 

database can be accessed. It is the process of transforming business processes that have been 

defined into a usable application through which the end user can easily access information in the 

database. A typical application might consist of a set of forms that allow the end user to create 

new records in the database, update or delete existing records, or perform queries. The 

application might also include canned queries and reports. Common tools used to develop an 

application include Oracle Designer, Oracle Developer/2000, Visual Basic, C++, and 

PowerBuilder. 

 

1.5 Components of DBMS 

A DBMS is a complex software system that is used to manage, store and manipulate data and the 

metadata used to describe the data. 

 

1.5.1 Classification of DBMS Users 

The users of a database system can be classified in the following groups, depending on their 

degree of expertise or the mode of their interactions with the DBMS. 
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a) Naive Users - Users who need not be aware of the presence of the database system or any 

other system supporting their usage are considered as naïve users. Some examples for Naïve 

users are i) user of an ATM machine ii) end users of the database who work through a menu-

oriented application program. 

 

b) Online Users – These are users who may communicate with the database directly via an online 

terminal or indirectly via a user interface and application program. 

 

c) Application programmers – These are professional programmers who are responsible for 

developing application programs or user interface utilized by the naïve users and online users. 

 

d) Database Administrator – Centralized control of  the database is exerted by a person or group 

under the supervision of a high-level administrator. this person or group is referred to as database 

administrator (DBA). 

 

Responsibilities of DBA 

 Create modify and maintain the above three levels of users 

 Controls the database structure and custodian for data. 

 Sets up the definition of conceptual (global) view of the database. 

 Defines and implements internal level of database. 

 Maintain integrity of database 

 Grant permission to users and maintain profile of each user 

 Restrict unauthorized users from accessing the database 

 Define procedures to recover database from failures due to human, natural or hardware 

courses. 

 

1.5.2 DBMS Facilities 

Two types of facilities are provided 

 

a) Data definition facility or Data Definition Language (DDL) 

DDL defines the conceptual scheme and give details about how to implement this scheme in 

physical devices to store the data. The definition includes Entity sets, Attributes, Entity 

relationships and Constraints. These definitions are described as metadata and expressed in a 

compiled form. This compiled form of definition is called data dictionary, directory or system 

catalog. 

 

b) Data manipulation facility or Data Manipulation Language (DML) 

The language used to manipulate data in the database is called DML. It involves retrieval of data 

from database (query), insertion of new data, deletion or modification of existing data. A query is 

a statement in DML that requests retrieval of data from the database. The DML can be 

procedural (the user indicates not only what to retrieve but how to go about retrieving it) or non-

procedural (user indicate only what is to be retrieved). 
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1.5.3 Structure of a DBMS 

The major components of DBMS are 

 

a) Data definition language compiler – it converts data definition statements into a set of tables. 

These tables contain metadata concerning database that can be used by other components of 

database. 

 

b) Data Manager – It is the central component of DBMS also called as database control system. 

Its functions are 

 Convert operation in user’s queries coming directly from query processor or indirectly from 

application program to a physical file system. 

 Enforce constraints to maintain consistency, integrity and security 

 Synchronization of simultaneous operations 

 Backup and recovery operations 

 

c) File Manager – responsible for structure of files and managing file space. It locates block 

containing the required record, requests this block from disk manager and transmits required 

record to data manager. 

 

d) Disk manager – it transfers block or page requested by file manager. It performs all physical 

I/O operations. 

 

e) Query processor – It interprets online users query and convert it into an efficient series of 

operations in the form capable of being sent to the data manager for execution. 

 

f) Telecommunication system – online users of a computer system whether remote or local 

communicate with it by sending and receiving message over communication lines. These 

messages are routed via an independent software system called a telecommunication system or a 

communication control program. 

 

g) Data files – It contains data portion of database 

 

h) Data dictionary or system catalog – information pertaining to the structure and usage of data 

contained in the database, the metadata, is maintained in the data dictionary.  

 

i) Access aids – a set of access aids in the form of indexes are usually provided in a database 

system. Commands can be provided to build and destroy additional temporary indexes. 
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Fig1.3 Structure of Database Management System 

 

1.5.4 Database Access 

Steps 

 Users request for data is received by data manager 

 Data manager sends request for specific record to the file manager 

 The file manager decides which physical block of secondary storage device contains 

required record. 

 File manager sends request for appropriate block to appropriate disk manager 

 Disk manager retrieves the block and sends it to the file manager, which sends required 

record to data manager. 
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Fig1.4 Steps in data access 

 

1.6 Advantages and Disadvantages of a DBMS 

 

1.6.1 Advantages of DBMS 

 Reduction of redundancies 

 Shared data 

 Integrity 

 Security 

 Conflict resolution 

 Data independence 

1.6.2 Disadvantages of a DBMS 

 Problems associated with centralization 

 Cost of software/hardware migration 

 Complexity of backup and recovery 
 
DATA MODELS 

 

The entire structure of a database can be described 
using a data model. A data model is a collection of 
conceptual tools for describing 
Data models can be classified into following types. 

1.Object Based Logical Models. 
2.Record Based Logical Models. 
3.Ph

ysical Models. 

Explanation is as 

below. 
 

1.Object Based Logical Models: 
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These models can be used in describing the data at the logical and view levels. 
These models are having flexible structuring capabilities classified 

into following types. a)   The entity-relationship model. 
b)   The object-
oriented model. 
c)   The 
semantic data 
model. d)   The 
functional data 
model. 

 
2.Record Based Logical Models: 

These models can also be used in describing the data at the logical and view levels. 
These models can be used for both to specify the overall logical structure of the database 
and a higher -level 
description. 

These models can be classified into, 

1.   Relational model. 

2.   Network model. 

3.   Hierarchal model. 
 
3. Physical Models: 

These models can be used in describing the data at the lowest level, i.e. physical level. 
These models can be classified into 

1.      Unifying model 
2.      Frame memory model. 

Entity Relational 

Model (E-R Model) 
The E-R model can be used to describe the data involved in a real world 

enterprise in terms of objects and their relationships. 
Uses: 
These models can be used in database design. 
It provides useful concepts that allow us to move from an informal 
description to precise description. 

This model was developed to facilitate database design by allowing the specification of 

overall logical structure of a database. 
It is extremely useful in mapping the meanings and interactions of real world 
enterprises onto a conceptual 
schema. 
These models can be used for the conceptual 
design of database applications. 

 
OVERVIEW OF DATABSE DESIGN 

The problem of database design is stated as below. 
'Design the logical and physical structure of 1 or more databases to accommodate the 
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information needs of the users in an organization for a defined set of applications'. 

The goals database designs are as below. 
1.Satisfy the information content requirements of 

the specified users and applications. 
2.Provide a natural and easy to understand 

structuring of the information. 
3.Support processing requirements and any 
performance objectives 

such as 'response time, processing time, 

storage space etc.. ER model consists the 

following 3 steps. 

a. Requirements Collection and Analysis: 
This is the first step in designing any database application. 
This is an informal process that involves discussions and studies and analyzing the 
expectations of the users 
& the intended uses of the database. 

Under this, we have to understand the following. 
1.What data is to be stored n a database? 
2.What applications must be built? 

3.What 

operations can be used? 

Example: 
For customer database, data is cust-name, cust-city, and cust-no. 

 
b. Conceptual database design: 

The information gathered in the requirements analysis step is used to develop a 
higher-level description of 
the data. 

The goal of conceptual database design is a complete understanding of the database 

structure, meaning 
(semantics), inter-relationships and constraints. 

 
Characteristics of this phase are as below. 

 
1.Expressiveness: 

The  data  model  should  be  expressive to  distinguish  different  types  of  

data,  relationships  and constraints. 
 

2.Simplicity and Understandability: 

The model should be simple to understand the concepts. 
 

3.Minimality: 
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The model should have small number of basic concepts. 

4.Diagrammatic Representation: 
The model should have a diagrammatic notation for displaying the conceptual schema. 
5.Formality: 

A conceptual schema expressed in the data model must represent a formal 
specification of the data. Example: 

Cust_n
ame : 
string; 
Cust_n
o      : 
integer
; 
Cust_c
ity    : 
string; 

 
c. Logical Database Design: 

 

 

Under this, we must choose a DBMS to implement our database design and convert the 

conceptual database design into a database schema. 

The choice of DBMS is governed by number of factors as below. 
1.Economic Factors. 
2.Organiza

tionalFactor  
 

1.Economic Factors: 
 

These factors consist of the financial status 
of the applications. a. Software Acquisition 
Cost: 

This consists buying the software including language options such as forms, 
menu, recovery/backup options, web based graphic user interface (GUI) tools and 
documentation. 

 
b. Maintenance Cost: 

This is the cost of receiving standard maintenance service from the vendor and for 

keeping the DBMS 

version up to date. 
 
c. Hardware Acquisition Cost: 

This is the cost of additional memory, disk drives, controllers and a specialized DBMS 

storage. 
 
d. Database Creation and Conversion Cost: 
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This is the cost of creating the database system from scratch and converting an 

existing system to the new 
DBMS software. 
e. Personal Cost: 

This is the cost of re-organization of the data 

processing department. f. Training Cost: 
`           This is the cost of training for Programming, Application Development and Database 
Administration. 

 
g. Operating Cost: 

The cost of continued operation of the database system. 
 
2.Organizational Factors: 
These factors support the organization of the vendor, can be listed as below. 
a. Data Complexity: 

Nee

d of a DBMS. b. 

Sharing among 

applications: 
The greater the sharing among applications, the more the redundancy among files and 
hence the greater the 

need for a DBMS. 

c. Dynamically evolving or growing data: 
If the data changes constantly, it is easier to cope with these changes using    a 
DBMS than using a file 

system. 

d. Frequency of ad hoc requests for data: 
File systems are not suitable for ad hoc 

retrieval of data. e. Data Volume and Need for 
Control: 

These 2 factors 
needs for a DBMS. 
Example: 

Customer database can be represented in the form of tables  or diagrams. 
 

3. Schema Refinement: 
Under this, we have to analyze the collection of relations in our relational database 
schema to identify the 
potential problems. 

 
4.Physical Database Design: 

Physical database design is the process of choosing specific storage structures and 

access paths for the database files to achieve good performance for the various 

database applications. 

This step involves building indexes on some tables and 
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clustering some tables. The physical database design can 

have the following options. 
1.Response Time: 

This is the elapsed time between submitting a database transaction for 
execution and receiving a 

response. 
2.Space Utilization: 

This is the amount of storage space used by the database files and their 

access path structures on disk including indexes and other access paths. 
 

3.Transaction Throughput: 

This is the average number of transactions that can be 

processed per minute. 

5. Security Design: 
In this step, we must identify different user groups and different roles played by various 
users. 
For each role, and user group, we must identify the parts of t he database that they 
must be able to access, 
which are as below. 

 
2.ENTITIES 

 

 

1.    It is a collection of objects. 
2.    An entity is an object that is distinguishable from other objects by a set of attributes. 
3.    This is the basic object of E-R Model, which is a 'thing' in the real world with an 

independent existence. 

4.    An entity may be an 'object' with a physical existence. 
5.    Entities can be represented by 'Ellipses'. 

Example: 
i.   

Customer, 

account etc. 
 

ATT

RIB

UTE

S 

Characteristics of an entity are called as an attribute. 

The properties of a particular entity are called as attributes of 

that specified entity. Example: 
Name, street_address, city   --- customer database. 
Acc-no, balance   --- 

account database.          Types: 

These can be classified into following types. 
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1.Simple Attributes. 
2.Composite Attributes. 
3.Single Valued Attributes. 

4.Mutivalued Attributes. 
5.Stored Attributes. 
6.Derived 

Attributes

. 

Explanati

on is as 

below. 
 
1.Simple Attributes: 

The attributes that are not divisible are called as 'simple or 

atomic attributes'. Example: 
cust_name, acc_no etc.. 

 
2.Composite Attributes: 

 

The  attributes  that  can  be  divided  into  smaller  subparts,  which  represent  more  

basic  attributes  with independent meaning. 
These are useful to model situations in which a user sometimes refers to the composite 
attribute as unit but at other times refers specifically to its components. 
Example: 

 

Street_address can be divided into 3 simple attributes as Number, Street and 

Apartment_no. 

Street_address 
 

 
 

City                   State                  Zip 

 
3.Single 

Valued 

Attribute: 
The attributes having a single value for a particular entity are called as 'Single Valued 
Attributes'. 
Example: 

'Age' is a single valued attribute of 'Person'. 

4.Muti Valued Attribute: 

The attributes, which are having a set of values for the same entity, are called as 

'Multi Valued Attributes'. Example: 
A 'College Degree' attribute for a person.i.e, one person may not have a 
college degree, another 
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person may have one and a third person may have 2 or more degrees. 
A multi-valued attribute may have lower and upper bounds on the number of 
values allowed for each individual entity. 

 
5.Derived Attributes: 

An attribute which is derived from another attribute is called as a ‘derived attribute. 
Example: 

‘Age’ attribute is derived from another attribute ‘Date’. 
 
6.Stored Attribute: 

An attribute which is not derived from another attribute is called as a ‘stored attribute. 
Example: 

In the above example,’ Date’ is a stored attribute. 
 

EntityType: 

 

A collection entities that have the same attributes is called as an 'entity type'. Each entity type is 

described by its name and attributes. 
 
Entity Set: 

Collection of all entities of a particular entity type in the database at any point of time 

is called as an entity set. 
The entity set is usually referred to using the same name as the entity type. 
An entity type is represented in ER diagrams as a rectangular box enclosing 

the entity type name. Example: 

Collection of customers. 
 

5.   Relationships 
 

It is an association among entities. 
 
6.   Relationship Sets 
 

It is a collection 

of relationships. 

Primary Key: 

The attribute, which can be used to identify the specified information from the tables. 
 
Weak Entity: 
A weak entity can be identified uniquely by considering some of its attributes in conjunction 
with the primary key of another entity. 

The symbols that can be used in this model are as follows. 
 
1.Rectangles  ----                                    Entities. 
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---- Weak 

E 

Str 

2.Ellipses   -----                                    ------   Attributes. 
 
3.Lines    ------                                       ------     Links. 

 

 
 

4.Diamonds   -----                                       Relationships. 

 

5.Under Lined Ellipse  -----                                       Primary key. 
 

6.Doubled Lined Ellipse  ----                                        Multi Valued Attribute. 
 

 
 

7.Dashed Ellipse    ----                                       Derived Attributes. 
 

 
 

8.Double Lined Rectangle   ----                                                entity Set. 
 

 
 
 

9.Double Lined Diamond   ----                         ----   Weak Entity Relationship. 
Identifying Relationship. 

 
 
 
 
 

10. Entity Set having a Primary Key    ----                                               ong Entity 

Set. 
 

 
 

11.Cylinder     ----                         ----    Database. 
 

 
 

12.Curved Inside Rectangle     ----                            ---                       End Users. 
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POSSIBLE QUESTIONS 

UNIT 1 

PART – A (20 MARKS) 

(Q.NO 1 TO 20 Online Examinations) 

Part - B (5X 6 =30 Marks) 

(Answer ALL the Questions) 

 

1. List out the major characteristics of the database approach. 

2. Discuss on the different categories of data model. 

3. Write short notes on schemas, instances and database state. 

4. Elaborate the three schema architecture of DBMS in detail. 

5. Write a detailed note on the two types of data independence. 

6. Discuss on DBMS languages. 

7. What is meant by DBMS interfaces? Explain them in detail. 

8. Illustrate the main phases of database design. 

9. Describe the different types of attributes in the ER model. 

10. Write short notes on entity types and entity sets. 

 

Part - C (10 X 1 =10 Marks) 

(Compulsory  Question) 

1. Define the term locking. Explain the different types of locking used in concurrency control. 

2. Explain in detail the 13 object oriented database management system 

Commandments. 

3. Compare and contrast the traditional and object oriented DBMS. 

4. Elaborate different Data Manipulation Language in SQL. Explain the different statements 

used in DML. 

5. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 
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                                                                            UNIT II

S.No Questions opt1 opt2 opt3 opt4 Answer

1 _______expresses basic semantic properties inherent to a 

model

behavioural 

constraints

structural 

constraints

constraints concepts structural 

constraint

s

2 A data base state is said to be consistent if the database 

satisfies a set of constraints called ________

distributed 

authorization

database consis semantic 

integrity

security semantic 

integrity

3 _____regulates the application behaviour behavioural 

constraints

 structural 

constraints

constaints concepts behaviou

ral 

constraint

s

4 Integrity constraints should be manipulated by the database 

administrator using ______ language

high level lowlevel structured conceptual high level

5 how many basic methods permits the rejection of in 

consistent updates

1 2 3 4 2

6 _______assertion to be expressed in tuple relational calculus Integrity individual set oriented privacy Integrity

7 single relation and single variable assertions is called individual set oriented assertion taxonomy individua

l8 multirelation and multivariable constraints such as _______ primary key foreign key secondary unique key primary 

key

9 ________ is a special processing because of the cost of 

evaluating the aggregates

assertion 

involving

setorinted individual group assertion 

involving



10 The user from query optimization a time consuming task is  

best handled by__________

query 

processor

optmization fragments processor query 

processor

11 calculus query must be decomposed into a sequence of 

relational operations called_____

algebraic 

query

query located fragments process algebraic 

query

12 The data accessed by the query must be_________ so that the 

operations on relations are translated to bear on local data

algebraic 

query

query localized localized fragments localized

13 high level query to lowlevel query is the main function 

of__________

calculus query decomposed algebraic 

query

query 

processor

query 

processor

14 A good measure of resource consumption is the ______ that 

will be incurred in processing the query

cost total cost I/o and cpu 

cost

cpu cost total cost

15 Which directly affects their execution time, dictates some 

principles useful to a query processor

complexiy 

relational 

algebra

relational 

algebra

binary implement

ation

complexi

y 

relational 

algebra

16 ___________command is used to remove the table definition 

information

Delete Remove Destroy Drop Drop

17 ___________is used to modify the structure of an existing 

table.

Modify Alter Change Recreate Alter

18 View can be dropped using ___________command Delete View Remove View Replace 

View

Drop View Drop 

View

19 ______________columns are not allowed to contain null 

values

Primary Key Candidate key foreign Key Unique 

Key

Primary 

Key

20 __________are valuable to give the security to our original 

table

Original table Duplicate table Views Tables Views

21 __________clause is used to modify a particular row. Update Modify Alter Where Where

22 ______________is a condition specified on a database 

schema & restricts the data that can be stored in an instance 

of the database.

integrity 

Constraint

restriction key check integrity 

Constrain

t

23 A set of fields that uniquely identifies a tuple according to a 

key constraint is called_______ for the relation

primary key Candidate key foreign key Super key Candidat

e key



24 ________________is used to refer the primary key in another 

entity

 Candidate 

key

referential  key foreign key Primary 

key

foreign 

key

25 ____________value is unknown or not applicable not null zero unknown null null

26 _________________statement is used to define a new table. Create Produce Insert Add Create

27 Rows are inserted using the ____________command Create Insert Add Make Insert

28 rows are deleted using the _________command Delete drop remove alter Delete

29 Modify the column values in an existing row 

using__________ command

Modify Alter Update Change Update

30 ___________command is used to remove the table definition 

information

Delete Remove Destroy Drop Drop

31 ___________is used to modify the structure of an existing 

table.

Modify Alter Change Recreate Alter

32 View can be dropped using ___________command Delete View Remove View Replace 

View

Drop View Drop 

View

33 Duplicates are eliminated by using ____________ keyword.  Remove  Distinct  RM  Redundant  Distinct

34  Group function is otherwise known as_____________  Collection Aggregate function Count Aggregat

e

35  Pattern matching has done through_________operator. Comparison arithmetic Logical Aggregate Aggregat

e

36   Which keyword is used to check if an element is in a given 

set?

not in not exist except in

37    Any two tables that are Union-Compatible that is, have the 

same number of  _________

 Columns  rows  Columns 

and rows

 null 

values

 Columns

38  ____________keyword is used to eliminates the duplicates  Union  Union all  Intersect all Except all  Union

39    ____________keyword is used to retain the duplicates  Union  Union all  Intersect  Except  Union 

all40       __________is a query that has another query embedded 

within it.

Query Subquery QBE QUEL Subquery

41  ______________is used to calculate the number of values in 

the Column.

Count aggregate Cal Calculate Count



42         __________is used to calculate the sum of all values in 

the column

Total Sum Count Collection Sum

43          __________is used to calculate the average of all 

values in the column

Total Sum Average avg avg 

44    Which function is used to extract the maximum values in 

the relations?

max maximum excess large max

45    Which function is used to extract the maximum values in 

the relations?

Small minimum lower min min

46        Which clause is used, when we are using Group by 

clause, instead of where clause?

where Having Distinct  Group Having

47     ________is used when the column value is either unknown 

or inapplicable.

 zero all Empty null null

48    ___________keyword specifies that the join condition is 

equality on all common attributes and the where clause is not 

required.

full outerjoin left outer join Natural Right 

outerjoin

Natural

49          ___________constraints for a single table. Assertion table constraints default  union table 

constraint
50 __________keyword is used to assign a default value with a 

domain.

Static Default Permanent distinct Default

51   Which constraint is used to check the ranges in the column 

values?

range verify check condition check

52   __________operator is another set comparison operator 

such as IN.

Exists IN avail present Exists

53     Which keyword is similar to NOT IN? Exist IN Not EXIST Except Except

54 An __________ consists of files, both data files and Oracle 

system files.

production 

database

test databases Oracle 

database

execution 

database

Oracle 

database

55 A  ________consists of a number of bytes of disk space in 

the operating system’s storage system

extends data block segments tablespaces data 

block

56 An _______ is two or more contiguous Oracle data blocks extends data block segments tablespaces extends

57 A _______ is a set of extents that you allocate to a logical 

structure like a table or

an index

extends data block segments tablespaces segments



58 A ________ is a set of one or more data files, and usually 

consists of related

segments.

extends data block segments tablespaces tablespac

es

59 The smallest logical component of an Oracle database is the 

________

extends data block segments tablespaces data 

block

60 The _______ of data blocks contains the data stored in the 

tables or their indexes.

free space 

section

row data section database 

section

segment 

section

free 

space 

section

61 The _________ is a purely logical construct and is the 

primary logical storage structure of an Oracle database.

extends data block segments tablespaces tablespac

es

62 _________ tablespaces are the default in Oracle Database 

10g.

locally 

managed

dictionary 

managed

database 

managed

uniform 

managed

locally 

managed
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RELATIONAL MODEL 
 
A database is a collection of 1 or more ‘relations’, where each relation is a table with rows and 

columns. 

This is the primary data model for commercial data processing 

applications. The major advantages  of the relational model over 

the older data models are, 
1.It is simple and elegant. 
2.simple data representation. 

3.The ease with which even complex queries can be 

expressed. Introduction: 

The main construct for representing data in the relational model is a ‘relation’. 

A relation consists of 

1.Relation Schema. 
2.Relation Instance. 
Explanation is as below. 
 
1.Relation Schema: 

 
The relation schema describes the column heads for the table. 

The schema specifies the relation’s name, the name of each field (column, attribute) and the 

‘domain’ of 

each field. 

A domain is referred to in a relation schema by the domain name and has a set of 

associated values. Example: 
Student information in a university database to illustrate the parts of a relation schema. 
 

UNIT II 

 

Relational Model. Languages & Systems - Relational Data Model & Relational Algebra 
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Students (Sid: string, name: string, login: string, age: integer, gross: real) 

 
This says that the field named ‘sid’ has a domain named ‘string’. 

The set of values associated with domain ‘string’ is the set of all character strings. 
 
2.Relation Instance: 

 
This is a table specifying the information. 

An instance of a relation is a set of ‘tuples’, also called ‘records’, in which each tuple has the 

same number 
of fields as the relation schemas. 
A relation instance can be thought of as a table in which each tuple is a row and all rows 
have the same number of fields. 

The relation instance is also called as ‘relation’. 

Each relation is defined to be a set of unique tuples or rows. 
 

 Database Models 

 

1.7.1 Flat-File Database Model 

Before vendors such as Oracle and Microsoft started developing database management systems 

that run on a computer, many companies that were using computers stored their data in flat files 

on a host computer. The use of flat files to store data was predominant in the mainframe era. A 

flat-file database consists of one or more readable files, normally stored in a text format. 

Information in these files is stored as fields, the fields having either a constant length or a 

variable length separated by some character (delimiter). 

 

Drawbacks of a flat-file database 

• Flat files do not promote a structure in which data can easily be related. 

• It is difficult to manage data effectively and to ensure accuracy. 

• It is usually necessary to store redundant data, which causes more work to accurately   

   maintain the data. 

• The physical location of the data field within the file must be known. 

• A program must be developed to manage the data. 

  

1.7.2 Hierarchical Database Model 

A hierarchical database is a step above that of a flat-file database, mainly because of the ability 

to establish and maintain relationships between groups of data. The architecture of a hierarchical 

database is based on the concept of parent/child relationships. In a hierarchical database, a root 

table, or parent table, resides at the top of the structure, which points to child tables containing 

related data. The structure of a hierarchical database model appears as an inverted tree, as shown 

in Figure 
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Fig 1.5 Hierarchical Model 

 

 

Benefits of the hierarchical model over the flat-file model 

• Data can be quickly retrieved. 

• Data integrity is easier to manage. 

 

Drawbacks of the hierarchical model 

• Users must be very familiar with the database structure. 

• Redundant data is stored. 
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1.7.3 Network Database Model 

Improvements were made to the hierarchical database model in order to derive the network 

model. As in the hierarchical model, tables are related to one another. One of the main 

advantages of the network model is the capability of parent tables to share relationships with 

child tables. This means that a child table can have multiple parent tables. Additionally, a user 

can access data by starting with any table in the structure, navigating either up or down in the 

tree. The user is not required to access a root table first to get to child tables. The relationship 

between tables in the network model is called a set structure, where one table is the owner and 

another table is a member. 

  

 

 

 

 

 

 

 

 

 

 

 

Fig 1.6 Network Model 

 

Benefits of the network database model 

• Data is accessed very quickly. 

• Users can access data starting with any table. 

• It is easier to model more complex databases. 

• It is easier to develop complex queries to retrieve data. 

 

Drawbacks of the network database model 

• The structure of the database is not easily modified. 

• Changes to the database structure definitely affect application programs that access the  

  database. 

• The user has to understand the structure of the database. 

 

 

1.7.4 Relational Database Model 

The relational database model is the most popular database model used today. Many 

improvements have been made to prior database models that simplify data management, data 

retrieval, and change propagation management. Data is easier to manage, mainly through the use 

of integrity constraints. The retrieval of data is also a refined process, allowing the user to 

visualize the database through relational table structures and to ask for specific data without a 

detailed knowledge of the database layout. Changes are also easier to propagate, thanks to 
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features such as integrity constraints and the benefits that normalization (reduction of data 

redundancy) provides. 

  

 

 

 

 

 

 

 

 

 

 

Fig 1.7 Relational Model 

 

 

Benefits of the relational model 

• Data is accessed very quickly. 

• The database structure is easy to change. 

• The data is represented logically, therefore users need not understand how the data is   

  stored. 

• It is easy to develop complex queries to retrieve data. 

• It is easy to implement data integrity. 

• Data is generally more accurate. 

• It is easy to develop and modify application programs. 

• A standard language (SQL) has been developed. 

 

Drawbacks of the relational database model 

• Different groups of information, or tables, must be joined in many cases to retrieve data. 

• Users must be familiar with the relationships between tables. 

• Users must learn SQL. 

 

1.7.5 Object-Oriented (OO) Database Model 

During the last few years, object-oriented programming has become popular with languages such 

as C++, Visual Basic, and Java. An OO programming language allows the programmer to work 

with objects to define an application that interacts with a relational database An object-oriented 

database is a database in which data can be defined, stored, and accessed using an OO 

programming approach. For an OO database, a select OO programming language is used to 

define the structure of the database as well as create an application through which to interact with 

the database.  
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Fig 1.8 Object oriented Model 

 

The two basic structures in an OO database are as follows: 

• Objects 

• Literals 

 

Objects are structures that have identifiers through which an object can be associated with other 

objects. Literals are values associated with objects, and have no identifiers. Objects and literals 

are organized by types, where all elements of a given type have the same set of properties, which 

can be modified for each individual object. A class is the equivalent of a table in a relational 

database. Operations are used to retrieve values from other classes, to add values, and to remove 

values.  
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Fig 1.9 Class and Object   
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Features of Object oriented Database Management System 

The Object Oriented DBMS has the following features as mandatory for a system to support 

before it can be called an OODBMS;   

 

Feature of Persistence 

This feature of OODBMS includes the survival of data as well as persistence should be 

orthogonal and implicit. Orthogonal implies each object should be persistent as such and the user 

should not have to explicitly move or copy data to make it persistent. In particular, a database 

can store, individual objects and the volatile main memory of an application can contain 

collections of objects. 

 

Able to handle large databases 

This feature includes the optimal management of very large databases using techniques like Data 

clustering, Data buffering, Query optimization, Access path selection and Index management. 

 

Controlled Concurrency 

This feature guarantees harmonious coexistence among users. Working simultaneously on the 

database and enjoying controlled sharing. By allowing multiple transactions to run concurrently 

will improve the performance of the system in terms of increased throughout or improved 

response time. Ensuring consistency in spite of concurrent execution of transaction require 

additional effort which is performed by the concurrency controller system of DBMS. 

 

Restoring or Data Recovery 

This feature indicates the restoration of the system to a state that existed before the software or 

hardware based crash such as processor or disk failure. The recovery refers to the various 

strategies and procedures involved in protecting your database against data loss and 

reconstructing the data such that no data- is lost after failure. 

 

Query facility on basis 

This feature includes the facility of applying query that should be efficient using query 

optimization and application independent that can work on any database. 

 

Construction of Complex Objects 

This feature enables the OODBMS to construct complex objects like tuples sets, lists and arrays 

from the simple objects like integers, characters, byte strings Boolean and float using the 

constructors and appropriate operators. 

 

Identity of an object 

This feature ensures that each object is assigned an Object Identifier (OID) when it is created. 

Object identity assists OODBMS to uniquely identify an object, thereby automatically providing 

entity integrity. In fact, as object identity ensures system-wide uniqueness, it provides a stronger 

constraint than the relational data model's entity integrity, which requires any uniqueness within 

a relation. 

 

http://ecomputernotes.com/fundamental/input-output-and-memory/what-are-the-different-types-of-ram-explain-in-detail
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Feature of Classes and types 

This feature supports the notion of classes and types for defining a set of similar objects. Objects 

that have the safe attributes and respond to the same messages can be grouped together to form a 

class. The attributes and associated methods are defined once for the' class rather than separately 

for each object. The type of variables and expressions help to do the type checking at compile 

time, to check the correctness of the programs. 

 

Property of encapsulation 

This property of OODBMS implies that an object contains both the data structure and the set of 

operations that can be used to manipulate it. An object is said to encapsulate (hide) data and 

program. This means that the user cannot see the inside of the object but can use the object by 

calling the program part of the object. 

 

Property of Inheritance 

This property of OODBMS implies that feature of objects by which instances of a class can have 

access to data and programs contained in a previously defined class, without those definitions 

being restarted. The different types of inheritance used for refusing the code are substitution 

inheritance, inclusion inheritance, constraint inheritance and specialization. 

 

Property of overriding combined with late binding 

This property of OODBMS implies the ability to use the same message to objects different 

classes and have them behave differently. Thus we can define the message "+" for both the 

addition of numbers and the concatenation -joining) of characters, even though both these 

operations are completely different. This feature provides the' ability to use the same word to 

invoke different methods, according to similarity of meaning. Here the late binding is being done 

as the- system cannot bind operation names to programs at compile time and thus, operation 

names are resolved at run-time. 

Property of Extensibility 

This property of OODBMS implies that new data types to be built from existing types. The 

ability to factor out common properties of several classes and form them into a super class that 

can be shared with subclasses can greatly reduce redundancy within system. The usage of both 

system defined types and user-defined types is same. 

 

Property of Computational Completeness 

This feature of OODBMS implies that does can employ any computable function using the 

reasonable connectivity to any existing programming language. This feature makes OODBMS 

more powerful than a database system which only stores and retrieves data and performs simple 

computations on· atomic values. 
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Benefits of the object-oriented model 

• The programmer need only understand OO concepts as opposed to the combination of  

  OO concepts and relational database storage. 

• Objects can inherit property settings from other objects. 

• Much of the application program process is automated. 

• It is theoretically easier to manage objects. 

• OO data model is more compatible with OO programming tools. 

 

Drawbacks of the object-oriented model 

• Users must learn OO concepts because the OO database does not work with traditional  

   programming methods. 

• Standards have not been completely established for the evolving database model. 

• Stability is a concern because OO databases have not been around for long. 

 

1.7.6 Features of Distributed DBMS 

 

A distributed database is a logically interrelated collection of shared data (and a description of 

this data) physically distributed over a computer network. 

 

Distributed DBMS is a software system that permits the management of the distributed database 

and makes the distribution transparent to users. 

 

A Distributed Database Management System (DDBMS) consists of a single logical database that 

is split into a number of fragments. Each fragment is stored on one or more computers under the 

control of a separate DBMS, with the computers connected by a communications network. Each 

site is capable of independently processing user requests that require access to local data (that is, 

each site has some degree of local autonomy) and is also capable of processing data stored on 

other computers in the network. Users access the distributed database via applications. 

Applications are classified as those that do not require data from other sites (local Applications) 

and those that do require data from other sites (global applications). We require a DDBMS to 

have at least one global application. 

 

A DDBMS has the following features: 

 A collection of logically related shared data; 

 The data is split into a number of fragments; 

 Fragments may be replicated; 

 Fragments/replicas are allocated to sites; 

 The sites are linked by a communications network; 

 The data at each site is under the control of a DBMS; 

 The DBMS at each site can handle local applications, autonomously; 

 Each DBMS participates in at least one global application 

 

http://ecomputernotes.com/fundamental/introduction-to-computer/what-is-computer
http://ecomputernotes.com/fundamental/what-is-a-database/advantages-and-disadvantages-of-dbms
http://ecomputernotes.com/fundamental/introduction-to-computer/what-is-computer
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Comparison of DBMS & DDBMS 

A database management system, or DBMS, is software that stores, retrieves and updates files 

from a centralized database. It acts as an intermediary between programs and the database, and 

allows multiple users or programs to access a data file at once. However, reliability and 

efficiency issues in larger networks prompted the implementation of a distributed database 

management system, or DDBMS, in which data files and processing functions are managed 

through several sites on a computer network. 

a) Data and Process Distribution 

Larger corporations may require an enterprise database to support many users over multiple 

departments. This would require the implementation of a multiple process, multiple data 

scenario, or MPMD, in which many computers are linked to a fully distributed client/server 

DDBMS. 

b) Reliability 

The DDBMS offers more reliability by decreasing the risk of a single-site failure. If one 

computer in the network fails, the workload is distributed to the rest of the computers. 

Furthermore, a DDBMS allows replication of data among multiple sites; data from the failed site 

may still be available at other sites. A centralized DBMS differs because a failed computer that 

houses the database will debilitate the entire system. 

c) Transparency 

A DDBMS can support three levels of transparency to hide certain complexities from the user, 

effectively managing the database as if it were centralized. Fragmentation transparency, the 

highest level of transparency, divides the original database into fragments and disperses them 

throughout the DDBMS. Therefore, the user does not need to specify fragment names or 

locations to gain access. Location transparency only requires the user to know the names of the 

fragments. Local mapping transparency, the lowest level of transparency, requires the user to 

know the name and location of a fragment. 

d) Network Expansion 

Adding a new site to a DDBMS is easier than in a DBMS. Expanding or modifying a DDBMS 

occurs on a local level, and does not significantly hinder the operations of the other sites. 

However, making changes to a DBMS can be time-consuming and complex, since the network is 

centralized. 

e) Efficiency 
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The efficiency of a DDBMS is increased through data localization, which disperses data where it 

is most often needed to match business requirements. This increases the speed of data access, 

because the user only has to query a local subset of the database instead of the entire database. 

 

1.7.7 Object-Relational (OR) Database Model 

Although some rough seams exist between the object-oriented and relational models, the 

object-relational model was developed with the objective of combining the concepts of the 

relational database model with object-oriented programming style. The OR model is supposed to 

represent the best of both worlds (relational and OO), although the OR model is still early in 

development. As we speak, vendors are implementing OR concepts into their relational 

databases, as the International Standards Organization (ISO) has integrated OR concepts into the 

new SQL standard, referred to as SQL3. SQL3 is also referred to as SQL99. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.10 Object Relational Model 

 

Benefits of the object-relational model 

• The relational database has more of a 3D architecture. 

• User-defined types can be created. 

 

Drawbacks of the object-relational model 

• The user must understand both object-oriented and relational concepts. 

• Some vendors that have implemented OR concepts do not support object inheritance. 

 

1.8 Entity-relationship model 

An entity-relationship model describes data in terms of the following: 

1. Entities 

2. Relationship between entities 
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3. Attributes of entities 

 

We graphically display an E-R model using an entity-relationship diagram.  

An entity is an object that exists and which is distinguishable from other objects. An entity can 

be a person, a place, an object, an event, or a concept about which an organization wishes to 

maintain data. It is important to understand the distinction between an entity type, an entity 

instance, and an entity set. An entity type defines a collection of entities that have same 

attributes. An entity instance is a single item in this collection. An entity set is a set of entity 

instances. We represent an entity with a set of attributes. An attribute is a property or 

characteristic of an entity type that is of interest to an organization.  

 

Some attributes of common entity types include the following: 

STUDENT = {Student ID, SSN, Name, Address, Phone, Email, DOB} 

ORDER = {Order ID, Date of Order, Amount of Order} 

ACCOUNT = {Account Number, Account Type, Date Opened, Balance} 

CITY = {City Name, State, Population} 

 

Types of attributes 

 

Simple and Composite Attributes 

 A simple or an atomic attribute, such as City or State, cannot be further divided into 

smaller components.  

 A composite attribute, however, can be divided into smaller subparts in which each 

subpart represents an independent attribute 

 

Single-Valued and Multi-Valued Attributes 

 Most attributes have a single value for an entity instance; such attributes are called 

single-valued attributes. 

 A multi-valued attribute, on the other hand, may have more than one value for an entity 

instance.  

 we denote a multi-valued attribute with a double-lined ellipse.  

 

Stored and Derived Attributes 

 The value of a derived attribute can be determined by analyzing other attributes.  

 An attribute whose value cannot be derived from the values of other attributes is called a 

stored attribute.  

 Derived attributes are depicted in the E-R diagram with a dashed ellipse. 

 

Key Attribute 

 A key attribute (or identifier) is a single attribute or a combination of attributes that 

uniquely identify an individual instance of an entity type. No two instances within an entity set 

can have the same key attribute value. 
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 Sometimes no single attribute can uniquely identify an instance of an entity type. In this 

case the key attribute, also known as composite key, is not a simple attribute, but a composite 

attribute that uniquely identifies each entity instance. 

 

1.9 Relationships 

Entities in an organization do not exist in isolation but are related to each other. We define a 

relationship as an association among several entities. A relationship set is a grouping of all 

matching relationship instances, and the term relationship type refers to the relationship 

between entity types. In an E-R diagram, we represent relationship types with diamond-shaped 

boxes connected by straight lines to the rectangles that represent participating entity types. A 

relationship type is a given name that is displayed in this diamond-shaped box 

 

1.9.1 One-to-One Relationship 

 

A one-to-one relationship represents a relation between entities in which one occurrence of data 

in one entity might have one occurrence of data in the related entity. Entity A might have only 

one occurrence of related data in entity B, and entity B might have only one occurrence of 

related data in entity A. The following figure illustrates a one-to-one relationship, which shows 

sample data. Notice that all employees listed under Employee Data have a corresponding 

occurrence of data (record) under Employee Pay Data. It makes sense to track an employee’s 

name, address, and other personal information only one time. It also makes sense that every 

employee should have a pay record, but only one pay record. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.11 One-One Relationship 

 

1.9.2 One-to-Many Relationship 

 

In most relational databases that we have seen, the one-to-many relationship seems to be the 

most common relationship that exists. A one-to-many relationship represents a relation between 

entities in which one occurrence of data in one entity might have one or more occurrences of 

data in the related entity. For example, entity A might have several occurrences of related data in 

entity B. 
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The following figure illustrates a one-to-many relationship, which shows sample data. Here, we 

have employee data and employee bonus data. Based on an employee’s performance, a bonus 

might be rewarded from time to time. Some employees might have never been issued a bonus, 

some employees might have been issued a bonus on one occurrence, and some employees might 

have received multiple bonus checks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.12 One-Many Relationship 
 

Other examples of one-to-many relationships include the following, where Entity A contains one 

record and Entity B contains many records per occurrence in Entity A. 

 

1.9.3 Many-to-Many Relationship 

 

A many-to-many relationship exists if multiple occurrences of related data are allowed to exist 

between two entities, in either direction. For instance, entity A might have many occurrences of 

related data in entity B, and entity B might have many occurrences of related data in entity A. 

 

The following figure illustrates many-to-many relationship, showing sample data in which two 

basic entities exist for instructor and class data. An instructor might teach many classes, and a 

class can be taught by many instructors. A class can be taught during the day or in the evening. 

 

Multiple instructors exist as backups to one another, and for scheduling purposes. By studying 

the relationship between the two entities and sample data in the figure, you can see that Ryan 

Stephens teaches the Intro to SQL and Intro to DBA classes. If you are looking for the classes a 

particular instructor teaches, you would look under Instructor Data. If you are looking for 

instructors who teach a particular class, you would look under Class Data. 
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Fig 1.13 Many-Many Relationship 

 

1.9.4 Recursive Relationships 

 

Sometimes it makes sense to relate data to other data in a single entity. A recursive relationship 

is a circular relationship that exists between two attributes in the same entity. Recursive 

relationships are rare, but useful. The most common example used to illustrate a recursive 

relationship is employee and manager names. Every employee has a manager, who is also an 

employee. 

 

The figure illustrates a recursive relationship to derive a manager’s name from employee data. In 

this example, we have added an attribute called MGR ID to Employee Data. Notice that every 

employee has a value associated with MGR ID except for Mark Adams, who happens to be the 

big cheese. The value associated with MGR ID happens to be a value associated with an 

occurrence of ID. It is not necessary to store a manager’s name separate from employees because 

a manager must also be an employee. In the figure, we are seeking the Daniel Stephens’ 

manager. First, Daniel Stephens’ record must be found. Once found, the value associated with 

MGR ID is found. The value of MGR ID is used to reference ID. After the matching ID is found, 

the manager’s name is apparent. 
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Fig 1.14 Recursive Relationship 

 

1.9.5 Mandatory Relationships 

 

A mandatory relationship represents data that is required to have associated data, or you could 

say that a relationship must exist. A mandatory relationship typically uses the word must. 

 

Following are examples of one-sided mandatory relationships 

• An employee pay record must match an employee personnel record. (An employee pay  

   record cannot exist without a corresponding employee personnel record.) 

• An order must be placed by a customer. (Every order must be associated with one  

   customer.) 

• An order must correspond to an available product. (Every order must be associated with  

   one product.) 

• An author must be associated with one or more publishers. 

• A book must be associated with one or more authors and one or more publishers. 

 

1.9.6 Optional Relationships 

An optional relationship does not require a relationship to exist, which means that data might 

exist that isn’t directly associated with data from another entity. An optional relationship 

typically uses the word may. 

Following are examples of one-sided optional relationships: 

• A customer may place one or more orders. (A customer may not be required to place an order, 

but may cease to be considered a customer after a certain period of time with no account 

activity.) 

 

1.10 How an ERD Is Used 

 

A complete enterprise system ERD provides a picture of the logical side of your database. Such 

an ERD is a good planning and integration tool for defining on an enterprise level the overall and 

potentially shared data requirements for multiple, separate but coexisting information systems 

within the enterprise. 

 

An ERD is also good for showing the scope of data requirements for an individual information 

system project within the enterprise. Complete system ERDs can be invaluable to the 

sophisticated user trying to create ad hoc reports or spot potential new or optimal uses for the 

data this system will capture.  

 

ERD uses can range from simple back-of-the-envelope ERDs used as the basis for 

communication between developers and between developers and functional users, to ERDs 

produced by fully integrated GUI components of sophisticated automated design (AD) products 

such as Oracle’s Designer.  
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Typical ERD Symbols 

The most common symbols used to create an ERD are shown in this section. These symbols 

have been discussed throughout this chapter in examples that use them. The following Figure 

shows the symbols most typically used during entity relationship modeling. 

 
 

 

 

 

 

 

 

 

 

 

 

Fig 1.15 ERD Symbols  

 

Cardinalities 

 

The number of entity sets that participate in a relationship is called the degree of relationship. 

The three most common degrees of a relationship in a database are unary (degree 1), binary 

(degree 2), and ternary (degree 3). Cardinality of a relationship is the count of the number of 

entities involved in that relationship. For example, if the entity types A and B are connected by a 

relationship, then the maximum cardinality represents the maximum number of instances of 

entity B that can be associated with any instance of entity A. maximum cardinality refers to only 

two possible values: one or many. 
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Sample ERD 

 
 

  Fig 1.16 Sample ER Diagram 
 

E-R diagrams depict an attribute inside an ellipse and connect the ellipse with a line to the 

associated entity type. The above figure illustrates some of the possible attributes in an E-R 

diagram for the entity STUDENT. StudentID attribute is the primary key attribute that uniquely 

identifies a student. So it is underlined. The Age attribute is derived from data of birth. So it is 

indicated as dotted ellipse. The language attribute has double lined ellipse because it can hold 

more than one value. 

 

2.3 Relational Algebra 

 

2.3.1 Basic Operations 

 

Basic operations are the traditional set operations : Union, Difference, Intersection and Cartesian 

Product.. Three of these four basic operations – union, intersection and difference require that 

operand relations be union compatible. Two relations are union compatible if they have the same 

arity and one-one correspondences of the attributes with the corresponding attributes defined 

over the same domain. The Cartesian product can be defined on any two relations. Two relations 

P(P) and Q(Q) aresaid to be union compatible if both P and Q are of the same degree n and the 

domains of the corresponding n attributes are identical. 

 

Example 

 

 P 

ID Name 

101 Jones 

103 Smith 

104 Lalonde 

107 Evan 

110 Drew 

112 Smith 
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 Q 

ID Name 

103 Smith 

104 Lalonde 

106 Byron 

110 Drew 

 

 

UNION () 

 

The union of P(P) and Q(Q) is the set theoretic union of P(P) and Q(Q). The resultant relation is 

R=P  Q. The result relations R contains tuples that are in either P or Q or in both of them. The 

duplicate tuples are eliminated. 

 

                   P  Q 

ID Name 

101 Jones 

103 Smith 

104 Lalonde 

106 Byron 

107 Evan 

110 Drew 

112 Smith 

 

DIFFERENCE (-) 

 

The difference operation removes common tuples from the first relation. 

                    P - Q 

ID Name 

101 Jones 

107 Evan 

112 Smith 

 

INTERSECTION () 

 

The intersection operation selects the common tuples from two relations. 

                PQ 

ID Name 

103 Smith 

104 Lalonde 

110 Drew 
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CARTESIAN PRODUCT (X) 

 

The extended Cartesian or simply the cartesian product of two relations is the concatenation of 

tuples belonging to the two relations. A new resultant relation scheme is created consisting of all 

possible combinations of tuples. 

R = P X Q 

 

Example 

 

Personnel (P) 

 

ID Name 

101 Jones 

103 Smith 

104 Lalonde 

106 Byron 

107 Evan 

110 Drew 

112 Smith 

 

Software_Packages (S) 

S 

J1 

J2 

 

P X S 

 

ID Name S 

101 Jones J1 

101 Jones J2 

103 Smith J1 

103 Smith J2 

104 Lalonde J1 

104 Lalonde J2 

106 Byron J1 

106 Byron J2 

107 Evan J1 

107 Evan J2 

110 Drew J1 

110 Drew J2 

112 Smith J1 

112 Smith J2 
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The union and intersection operations are associative and commutative. 

Example: 

Fro the given 3 relations R(R), S(S) and T(T) 

R  (S  T) = (R  S)  T 

R  (S  T) = (R  S)  T 

 

The difference operation is non-commutative and non associative. 

R – S ≠ S – R 

R – (S – T) ≠ (R – S) – T 

 

2.3.2 Additional Relational Algebraic operations 

 

The basic set operations which provide a very limited data manipulation facility nave been 

supplemented by the definition of the following operations: projection, selection, join and 

division. projection and selection are unary operations join and division are binary operations. 

 

Projection (π) 

The projection of a relation is defined as a projection of all its tuples over some set of attributes 

that is it yields a vertical subset of the relation. The projection operation is used to either reduce 

the number of attributes in the resultant relation or to reorder attributes. In the first case the arity 

or degree of relation is reduced. 

Personnel 

 

ID Name 

101 Jones 

103 Smith 

104 Lalonde 

106 Byron 

107 Evan 

110 Drew 

112 Smith 

 

 

Name 

Jones 

Smith 

Lalonde 

Byron 

Evan 

Drew 

Smith 
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Selection(σ) 

This is an operation that selects only some of the tuples of the relation. Such an operation is 

called selection operation. The projection operation yields a vertical subset of a relation. The 

action is defined over a subset of the attribute names but over all the tuples in the relation. The 

selection operation yields a horizontal subset of the given relation that is the action defined is 

over the complete set of attribute names only a subset of the tuples are included in the result. To 

have a tuple included in the result relation, the specified selection conditions or predicates must 

be satisfied by it. The selection operation is represented by the symbol σ and it is sometimes 

known as restriction operation. 

 

Consider the selection operation 

  σ id<105 (Personnel) 

 

The result is 

Personnel 

ID Name 

101 Jones 

103 Smith 

104 Lalonde 

 

Join () 

The join operator allows the combining of two relations to form a single new relation. The tuples 

from the operand relations that participate in the operation and contribute to the result are related. 

The join operation allows the processing of relationships existing between the operand relations 

 

Consider the following relations 

 

Assignment(Emp#, Prod#,Job#) 

Job_Function(Job#,title) 

 

Temp = (Assignment ∞ Job_Function) 

 

Two common and very useful variant of join are the equi-join and natural join. In equi-join and 

natural join the comparison operator is always equality operator(=). But only one of the two sets 

of domain compatible attributes is retained in the result relation of the natural join. 

 

Division (÷) 

 

The division operation is useful when a query involves the phrase “for all objects having all the 

specified properties”. Both P-Q and Q represent a set of attributes. 

 

Example: 
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Product(Prod#, Prod_Name, Prod_details) 

Developed_By(Prod#,Emp#) 

 

Temp=Product÷ Developed_By 

 

2.3.3 Some relational algebra queries 

Sample database 

 

Employee 

Emp# Name 

101 Jones 

103 Smith 

104 Lalonde 

106 Byron 

107 Evan 

110 Drew 

112 Smith 

 

Assigned_To 

Proj# Emp# 

COMP453 101 

COMP354 103 

COMP343 104 

COMP354 104 

COMP231 106 

COMP278 106 

COMP353 106 

COMP354 106 

COMP453 106 

COMP231 107 

COMP353 107 

COMP278 110 

COMP353 112 

COMP354 112 

 

Project 

 

Proj# Project_name Chief_Architect 

COMP231 Pascal 101 

COMP278 Pascal/Object 103 

COMP353 Database 104 

COMP354 Operating System 104 
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COMP453 Database 106 

 

 

Queries 

1. Get Emp# of employees working on project COMP353 

 

Emp# 

106 

107 

112 

 

2. Get details of employees working on project COMP353 

 

Emp# Name 

106 Byron 

107 Evan 

112 Smith 

 

2. Obtain details of employees working on Database project 

 

Emp# Name 

101 Jones 

106 Byron 

107 Evan 

112 Smith 

 

3. Gather details of employees working on both COMP353 and COMP354 

 

Emp# Name 

106 Byron 

112 Smith 

 

4. Find the employee numbers of employees who do not work on project COMP453.  

 

Emp# 

106 

 

 

 

 

 

 

 



         KARPAGAM ACADEMY OF HIGHER EDUCATION 

                        Class: II MCA           Course Name:   DATA BASE MANAGEMENT SYSTEMS  

Course Code : 17CAP301     Unit II              Batch: 2018-19 PG Lateral Entry 

                    

 

A.Jenneth, Department of CS, CA & IT, KAHE     26/23 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

POSSIBLE QUESTIONS 

UNIT 1 

PART – A (20 MARKS) 

(Q.NO 1 TO 20 Online Examinations) 

 

 

Part - B (5X 6 =30 Marks) 

(Answer ALL the Questions) 

 

1. Explain on the concept of relations and their schemas. 

2. List out the integrity rules formulated by Codd for the relational model. 

3. Discuss the basic operations of relational algebra. 

4. What are the additional relational algebraic operations used in relational model. 

5. Discuss the characteristics of relations. 

6. What are the three main categories of constraints in databases? 

7. Write short notes on relational database and its schema. 

8. Define Data Definition Language in SQL and explain the different statements used in DD2. 

9. Different DML in SQL. Explain the different statements used in DML. 

10. Discuss the basic constraints that are specified in SQL. 

11. Write a short note on the basic retrieval Queries in SQL. 

Part - C (10X1 =10 Marks) 

(Compulsory  Question) 
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1. Define the term locking. Explain the different types of locking used in concurrency control. 

2. Explain in detail the 13 object oriented database management system Commandments. 

3. Compare and contrast the traditional and object oriented DBMS. 

4. Elaborate different Data Manipulation Language in SQL. Explain the different statements 

used in DML. 

5. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 
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S.No Questions opt1 opt2 opt3 opt4 Answer

1 _______expresses basic semantic properties inherent to a 

model

behavioural 

constraints

structural 

constraints

constraints concepts structural 

constraint

s

2 A data base state is said to be consistent if the database 

satisfies a set of constraints called ________

distributed 

authorization

database consis semantic 

integrity

security semantic 

integrity

3 _____regulates the application behaviour behavioural 

constraints

 structural 

constraints

constaints concepts behaviou

ral 

constraint

s

4 Integrity constraints should be manipulated by the database 

administrator using ______ language

high level lowlevel structured conceptual high level

5 how many basic methods permits the rejection of in 

consistent updates

1 2 3 4 2

6 _______assertion to be expressed in tuple relational calculus Integrity individual set oriented privacy Integrity

7 single relation and single variable assertions is called individual set oriented assertion taxonomy individua

l8 multirelation and multivariable constraints such as _______ primary key foreign key secondary unique key primary 

key

9 ________ is a special processing because of the cost of 

evaluating the aggregates

assertion 

involving

setorinted individual group assertion 

involving



10 The user from query optimization a time consuming task is  

best handled by__________

query 

processor

optmization fragments processor query 

processor

11 calculus query must be decomposed into a sequence of 

relational operations called_____

algebraic 

query

query located fragments process algebraic 

query

12 The data accessed by the query must be_________ so that the 

operations on relations are translated to bear on local data

algebraic 

query

query localized localized fragments localized

13 high level query to lowlevel query is the main function 

of__________

calculus query decomposed algebraic 

query

query 

processor

query 

processor

14 A good measure of resource consumption is the ______ that 

will be incurred in processing the query

cost total cost I/o and cpu 

cost

cpu cost total cost

15 Which directly affects their execution time, dictates some 

principles useful to a query processor

complexiy 

relational 

algebra

relational 

algebra

binary implement

ation

complexi

y 

relational 

algebra

16 ___________command is used to remove the table definition 

information

Delete Remove Destroy Drop Drop

17 ___________is used to modify the structure of an existing 

table.

Modify Alter Change Recreate Alter

18 View can be dropped using ___________command Delete View Remove View Replace 

View

Drop View Drop 

View

19 ______________columns are not allowed to contain null 

values

Primary Key Candidate key foreign Key Unique 

Key

Primary 

Key

20 __________are valuable to give the security to our original 

table

Original table Duplicate table Views Tables Views

21 __________clause is used to modify a particular row. Update Modify Alter Where Where

22 ______________is a condition specified on a database 

schema & restricts the data that can be stored in an instance 

of the database.

integrity 

Constraint

restriction key check integrity 

Constrain

t

23 A set of fields that uniquely identifies a tuple according to a 

key constraint is called_______ for the relation

primary key Candidate key foreign key Super key Candidat

e key



24 ________________is used to refer the primary key in another 

entity

 Candidate 

key

referential  key foreign key Primary 

key

foreign 

key

25 ____________value is unknown or not applicable not null zero unknown null null

26 _________________statement is used to define a new table. Create Produce Insert Add Create

27 Rows are inserted using the ____________command Create Insert Add Make Insert

28 rows are deleted using the _________command Delete drop remove alter Delete

29 Modify the column values in an existing row 

using__________ command

Modify Alter Update Change Update

30 ___________command is used to remove the table definition 

information

Delete Remove Destroy Drop Drop

31 ___________is used to modify the structure of an existing 

table.

Modify Alter Change Recreate Alter

32 View can be dropped using ___________command Delete View Remove View Replace 

View

Drop View Drop 

View

33 Duplicates are eliminated by using ____________ keyword.  Remove  Distinct  RM  Redundant  Distinct

34  Group function is otherwise known as_____________  Collection Aggregate function Count Aggregat

e

35  Pattern matching has done through_________operator. Comparison arithmetic Logical Aggregate Aggregat

e

36   Which keyword is used to check if an element is in a given 

set?

not in not exist except in

37    Any two tables that are Union-Compatible that is, have the 

same number of  _________

 Columns  rows  Columns 

and rows

 null 

values

 Columns

38  ____________keyword is used to eliminates the duplicates  Union  Union all  Intersect all Except all  Union

39    ____________keyword is used to retain the duplicates  Union  Union all  Intersect  Except  Union 

all40       __________is a query that has another query embedded 

within it.

Query Subquery QBE QUEL Subquery

41  ______________is used to calculate the number of values in 

the Column.

Count aggregate Cal Calculate Count



42         __________is used to calculate the sum of all values in 

the column

Total Sum Count Collection Sum

43          __________is used to calculate the average of all 

values in the column

Total Sum Average avg avg 

44    Which function is used to extract the maximum values in 

the relations?

max maximum excess large max

45    Which function is used to extract the maximum values in 

the relations?

Small minimum lower min min

46        Which clause is used, when we are using Group by 

clause, instead of where clause?

where Having Distinct  Group Having

47     ________is used when the column value is either unknown 

or inapplicable.

 zero all Empty null null

48    ___________keyword specifies that the join condition is 

equality on all common attributes and the where clause is not 

required.

full outerjoin left outer join Natural Right 

outerjoin

Natural

49          ___________constraints for a single table. Assertion table constraints default  union table 

constraint
50 __________keyword is used to assign a default value with a 

domain.

Static Default Permanent distinct Default

51   Which constraint is used to check the ranges in the column 

values?

range verify check condition check

52   __________operator is another set comparison operator 

such as IN.

Exists IN avail present Exists

53     Which keyword is similar to NOT IN? Exist IN Not EXIST Except Except

54 An __________ consists of files, both data files and Oracle 

system files.

production 

database

test databases Oracle 

database

execution 

database

Oracle 

database

55 A  ________consists of a number of bytes of disk space in 

the operating system’s storage system

extends data block segments tablespaces data 

block

56 An _______ is two or more contiguous Oracle data blocks extends data block segments tablespaces extends

57 A _______ is a set of extents that you allocate to a logical 

structure like a table or

an index

extends data block segments tablespaces segments



58 A ________ is a set of one or more data files, and usually 

consists of related

segments.

extends data block segments tablespaces tablespac

es

59 The smallest logical component of an Oracle database is the 

________

extends data block segments tablespaces data 

block

60 The _______ of data blocks contains the data stored in the 

tables or their indexes.

free space 

section

row data section database 

section

segment 

section

free 

space 

section

61 The _________ is a purely logical construct and is the 

primary logical storage structure of an Oracle database.

extends data block segments tablespaces tablespac

es

62 _________ tablespaces are the default in Oracle Database 

10g.

locally 

managed

dictionary 

managed

database 

managed

uniform 

managed

locally 

managed
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OVERVIEW OF CONVENTIONAL DATA MODELS: 
 
 

Hierarchical Data Model: 
 
One of the most important applications for the earliest database management systems 

was production planning for manufacturing companies. If an automobile manufacturer 

decided to  produce  10,000  units  of  one  car  model  and  5,000  units  of another 

model, it needed to know how many parts to order from its suppliers. To answer the 

question, the product (a car) had to be decomposed into assemblies (engine, body, 

chassis), which were decomposed into subassemblies (valves, cylinders, spark plugs), 

and then into sub-subassemblies, and so on. Handling this list of parts, known as a bill of 

materials, was a job tailor-made for computers. The bill of materials for a product has a 

natural hierarchical structure. In this model, each record in the database represented a 

specific part. The records had parent/child relationships, linking each part to its subpart, 

and so on. 
 

To access the data in the database, a program could: 
 
•    find a particular part by number (such as the left door), 

•   move "down" to the first child (the door handle), 

•   move "up" to its parent (the body), or 

•   move "sideways" to the next child (the right door). 

 
Retrieving the data in a hierarchical database thus required navigating through the 

records, moving up, down, and sideways one record at a time. 

 
One of the most popular hierarchical database management systems was IBM's 

Information Management System (IMS), first introduced in 1968. The advantages of 

IMS and its hierarchical model are as follows: 

• Simple structure: The organization of an IMS database was easy to understand. 

The database hierarchy paralleled that of a company organization chart or a family tree. 

UNIT III 

   
Conventional Data Models & Systems - Network, Data Model & IDMS Systems                                                                                        

-  Membership types & options in a set - DML for the network model - Navigation within 

a network database - Hierarchical Data Model & IMS System - Hierarchical Database 

structure - HSAM, HISAM, HDAM & HIDAM organization - DML for hierarchical 

model - Overview of IMS 
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• Parent/child organization: An IMS database was excellent for representing 

parent/child relationships, such as "A is a part of B" or "A is owned by B." 

 
• Performance: IMS stored parent/child relationships as physical pointers  from  one  

data  record  to  another,  so  that  movement through  the  database  was  rapid.  Because  

the  structure  was simple, IMS could place parent and child records close to one another 

on the disk, minimizing disk input/output. 

 
IMS is still a very widely used DBMS on IBM mainframes. Its raw performance makes it  

the database of choice in high-volume transaction processing applications such as 

processing bank ATM transactions, verifying credit card numbers, and tracking the 

delivery of overnight packages. Although relational database performance has improved 

dramatically over the last decade, the performance requirements of applications such as 

these have also increased, insuring a continued role for IMS. 
 
Network Data Model: 

 
The simple structure of a hierarchical database became a disadvantage when the data had 

a more complex structure. In an order-processing database, for example, a single order 

might participate in three different parent/child relationships, linking the order to the 

customer who placed it, the salesperson who took it, and the product ordered. The 

structure of this type of data simply didn't fit the strict hierarchy of IMS. 
 

To deal with applications such as order processing, a new network data model was 

developed. The network data model extended the hierarchical model by allowing a 

record to participate in multiple parent/child relationships. 

 
For a programmer, accessing a network database was very similar  to  accessing  a  

hierarchical  database.  An   application program could: 

 
• find a specific parent record by key (such as a customer number), 
 
• move down to the first child in a particular set (the first order placed by this 

customer), 
 
• move sideways from one child to the next in the set (the next order placed by the 

same customer), or 
 
•  move up from a child to its parent in another set (the salesperson who took the order). 

 
Once again the programmer had to navigate the database record-by-record, this time 

specifying which relationship to navigate as well as the direction. 

 
Network databases had several advantages: 

• Flexibility: Multiple parent/child relationships allowed a network database to represent 
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data that did not have a simple hierarchical structure. 

 
• Standardization: The CODASYL standard boosted the popularity of the network 

model, and minicomputer vendors such as Digital Equipment Corporation and Data 

General implemented network databases. 

 
•   Performance:   Despite   their   greater   complexity,   network databases boasted 

performance approaching that of hierarchical databases. Sets were represented by 

pointers to physical data records, and on some systems, the database administrator could 

specify data clustering based on a set relationship. 

 
Network databases had their disadvantages, too. Like hierarchical databases, they were 

very rigid. The set relationships and the structure of the records had to be specified in 

advance. Changing the database structure typically required rebuilding the entire 

database. 

 

 

Network Model 

 

 

 

In the relational model, the data and the relationships among data are represented by a collection 

of tables. The network model differs from the relational model in that data are represented by 

collections of records, and relationships among data are represented by links. 

 

 

Basic Concepts 
 

A network database consists of a collection of records connected to one another through links. A 

record is in many respects similar to an entity in the E-R model. Each record is a collection of 

fields (attributes), each of which contains only one data value. A link is an association between 

precisely two records. Thus, a link can be viewed as a restricted (binary) form of relationship in 

the sense of the E-R model. 

As an illustration, consider a database representing a customer-account rela- 

tionship in a banking system. There are two record types, customer and account. As 

we saw earlier, we can define the customer record type, using Pascal-like notation: 

 

type customer = record 

customer name: string; 

customer street: string; 

customer city: string; 

end 
 

The account record type can be defined as 
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type account = record 

account number: string; 

balance: integer; 

end 
 

The sample database in Figure D.1 shows that Hayes has account A-102, Johnson has accounts 

A-101 and A-201, and Turner has account A-305. 

 

Data-Structure Diagrams 
 

A data-structure diagram is a schema representing the design of a network database. Such a 

diagram consists of two basic components: 

 

1.   Boxes, which correspond to record types 

2.   Lines, which correspond to links 

 

A data-structure diagram serves the same purpose as an E-R diagram; namely, it specifies the 

overall logical structure of the database. So that you will understand how such diagrams are 

structured, we shall show how to transform E-R diagrams into their corresponding data-structure 

diagrams. 

 

Binary Relationship 
 

Consider the E-R diagram of Figure D.2a, consisting of two entity sets, customer and account, 

related through a binary, many-to-many relationship depositor, with no descriptive attributes. 

This diagram specifies that a customer may have sev- eral accounts, and that an account may 

belong to several different customers. The corresponding data-structure diagram appears in 

Figure D.2b. The record type customer corresponds to the entity set customer. It includes three 

fields — 

 

 

 

 

 

 

 

 

 

 
Figure D.2   E-R diagram and its corresponding data-structure diagram. 

 

customer-name, customer street, and customer city — as defined in Section D.1. Simi- larly, 

account is the record type corresponding to the entity set account. It includes the two fields 
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account number and balance. Finally, the relationship depositor has been replaced with the link 

depositor. 

The relationship depositor is many to many. If the relationship depositor were one to many from 

customer to account, then the link depositor would have an arrow pointing to customer record 

type (Figure D.3a). Similarly, if the relationship deposi- 

tor were one to one, then the link depositor would have two arrows: one pointing to account 

record type and one pointing to customer record type (Figure D.3b). Since, in the E-R diagram of 

Figure D.2a, the depositor relationship is many to many, we draw no arrows on the link 

depositor in Figure D.2b. 

A database corresponding to the described schema may thus contain a num- ber of customer 

records linked to a number of account records. A sample database corresponding to the data-

structure diagram of Figure D.2 appears in Figure D.4. Since the relationship is many to many, 

we show that Johnson has accounts A-101 and A-201 and that account A-201 is owned by both 

Johnson and Smith. A sample database corresponding to the data-structure diagram of Figure 

D.3a is depicted in Figure D.1. Since the relationship is one to many from customer to account, a 

customer may have more than one account, as Johnson does — she owns both A-101 and A-201. 

An account, however, cannot belong to more than one customer, and the database observes this 

restriction. Finally, a sample database correspond- ing to the data-structure diagram of Figure 

D.3b is shown in Figure D.5. Since the relationship is one to one, an account can be owned by 

precisely one customer, and a customer can have only one account; the sample database follows 

those rules. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D.4   Sample database corresponding to diagram of Figure D.2b. 

 

 
 

 

 
 

 

 
 

Figure D.5   Sample database corresponding to diagram of Figure D.3b. 
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If a relationship includes descriptive attributes, the transformation from an E-R diagram to a 

data-structure diagram is more complicated. A link cannot contain any data value, so a new 

record type needs to be created and links need to be established. 

Consider the E-R diagram of Figure D.2a. Suppose that we add the attribute access date to the 

relationship depositor, to denote the most recent time that a customer accessed the account. This 

newly derived E-R diagram appears in Fig- 

ure D.6a. To transform this diagram to a data-structure diagram, we must 

 

1.   Replace entities customer and account with record types customer and account, respectively. 

2.   Create a new record type access date with a single field to represent the date. 

3.   Create the following many-to-one links: 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure D.6   E-R diagram and its corresponding network diagram. 

 

 

 
 

 
 

Figure D.7   Sample database corresponding to diagram of Figure D.6b. 

 

•  customer date from the access date record type to the customer record type 

•  account date from the access date record type to the account record type 
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The resulting data-structure diagram appears in Figure D.6b. 

An instance of a database corresponding to the described schema appears in 

Figure D.7. It shows that: 

 

•  Account A-201 is held by Johnson alone, and was last accessed by her on 17 

June. 

•  Account A-305 is held by Turner alone, and was last accessed by him on 28 

May. 

•  Account A-102 is held by both Hayes and Johnson. Hayes accessed it last on 

10 June, and Johnson accessed it last on 24 May. 

 

D.2.2   General Relationships 
 

Consider the E-R diagram of Figure D.8a, which consists of three entity sets — account, 

customer, and branch — related through the general relationship CAB with no descriptive 

attribute. 

Since a link can connect precisely two different record types, we need to connect these three 

record types through a new record type that is linked to each of them directly. 

To transform the E-R diagram of Figure D.8a to a network data-structure diagram, we need to do 

the following: 

 

1.   Replace entity sets account, customer, and branch with record types account, 

customer, and branch, respectively. 

 

2.   Create a new record type Rlink that may either have no fields or have a single field 

containing a unique identifier. The system supplies this identifier, and the application program 

does not use it directly. This new type of record is sometimes referred to as a dummy (or link or 

junction) record type. 
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Figure D.8   E-R diagram and its corresponding data-structure diagram. 

 

 

3.   Create the following many-to-one links: 

 

•  CustRlnk from Rlink record type to customer record type 

•  AcctRlnk from Rlink record type to account record type 

•  BrncRlnk from Rlink record type to branch record type 

 

 

The DBTG CODASYL Model 
 

The first database-standard specification, called the CODASYL DBTG 1971 report, was written 

in the late 1960s by the Database Task Group. Since then, a number of changes have been 

proposed many of which are reflected in our discussion concerning the DBTG model. 

 

D.3.1   Link Restriction 
 

In the DBTG model, only many-to-one links can be used. Many-to-many links are disallowed to 

simplify the implementation. We represent one-to-one links using a many-to-one link. These 

restrictions imply that the various algorithms of Section D.2 for transforming an E-R diagram to 

a data-structure diagram must be revised. 

Consider a binary relationship that is either one to many or one to one. In this case, the 

transformation algorithm defined in Section D.2.1 can be applied directly. Thus, for our 

customer-account database, if the depositor relationship is 

one to many with no descriptive attributes, then the appropriate data-structure diagram is as 

shown in Figure D.10a. If the relationship has a descriptive attribute (for example, access-date), 

then the appropriate data-structure diagram is as shown in Figure D.10b. 

If the depositor relationship, however, is many to many, then our transforma- tion algorithm 

must be refined; if the relationship has no descriptive attributes (Figure D.11a), then this 

algorithm must be employed: 
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1.   Replace the entity sets customer and account with record types customer and 

account, respectively. 

 

2.   Create a new dummy record type, Rlink, that may either have no fields or have a single field 

containing an externally defined unique identifier. 

3.   Create the following two many-to-one links: 

 

•  CustRlnk from Rlink record type to customer record type 

•  AcctRlnk from Rlink record type to account record type 

 

The corresponding data-structure diagram is as shown in Figure D.11b. An instance of a database 

corresponding to the described schema appears in Fig- ure D.12. We encourage you to compare 

this sample database with the one de- scribed in Figure D.4. 

If the relationship depositor is many to many with a descriptive attribute (for example, access 

date), then the transformation algorithm is similar to the one described. The only difference is 

that the new record type Rlink now contains the 

field access date. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure D.11   E-R diagram and its corresponding data-structure diagram. 

 

DBTG Sets 
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Given that only many-to-one links can be used in the DBTG model, a data-structure diagram 

consisting of two record types that are linked together has the general form of Figure D.13. This 

structure is referred to in the DBTG model as a DBTG set. The name of the set is usually chosen 

to be the same as the name of the link connecting the two record types. In each such DBTG set, 

the record type A is designated as the owner (or parent) of the set, and the record type B is 

designated as the member (or child) of the set. Each DBTG set can have any number of set 

occurrences — that is, actual instances of linked records. For example, in Since many-to-many 

links are disallowed, each set occurrence has precisely one owner, and has zero or more member 

records. In addition, no member record of a set can participate in more than one occurrence of 

the set at any point. A member record, however, can participate simultaneously in several set 

occurrences of different DBTG sets. There are two DBTG sets: 

 

.   depositor, which has customer as the owner of the DBTG set, and account as the member of 

the DBTG set 

2.   account branch, which has branch as the owner of the DBTG set, and account 

as the member of the DBTG set 

 

The set depositor can be defined as follows: 

 

set name is depositor owner is customer member is account 

 

The set account branch can be defined similarly: 

 

set name is account branch owner is branch member is account 

 

An instance of the database appears in Figure D.16. There are six set occur- rences listed next: 

three of set depositor (sets 1, 2, and 3), and three of set account branch (sets 4, 5, and 6). 

 

1.   Owner is customer record Hayes, with a single member account record A-102. 

 

2.   Owner is customer record Johnson, with two member account records A-101 and A-201. 

 

3.   Owner is customer record Turner, with three member account records A-305, A-402, and A-

408. 
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Figure D.16   Six set occurrences. 

 

4.   Owner is branch record Perryridge, with three member account records 

A-102, A-201, and A-402. 

5.   Owner is branch record Downtown, with one member account record A-101. 

 

6.   Owner is branch record Round Hill, with two member account records A-305 and A-408. 

 

Note that an account record (which is, in this case, a member of both DBTG sets) cannot appear 

in more than one set occurrence of one individual set type. This restriction exists because an 

account can belong to exactly one customer, and can be associated with only one bank branch. 

An account, however, can appear in two set occurrences of different set types. For example, 

account A-102 is a member of set occurrence 1 of type depositor, and is also a member of set 

occurrence 4 of type account branch. 

The member records of a set occurrence can be ordered in a variety of ways. 

We shall discuss this issue in greater detail in Section D.6.6, after we describe the 

mechanism for inserting and deleting records into a set occurrence. 

The DBTG model allows more complicated set structures, in which one single 

owner type and several different member types exist. For example, suppose 

that we have two types of bank accounts: checking and saving. Then, the data- 

structure diagram for the customer-account schema is as depicted in Figure D.17a. 

Such a schema is similar in nature to the E-R diagram of Figure D.17b. 

The DBTG model also provides for the definition of a special kind of set, 

referred to as a singular set (or system set). In such a set, the owner is a system- 

defined, unique record type, called system, with no fields. Such a set has a single 

set occurrence. This scheme is useful in searching records of one particular type, 

as we shall discuss in Section D.4.4. 

 

D.3.3   Repeating Groups 
 

The DBTG model provides a mechanism for a field (or collection of fields) to have a set of 

values, rather than one single value. For example, suppose that a customer 
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Figure D.17   Data-structure and E-R diagram. 

 

has several addresses. In this case, the customer record type will have the (street, city) pair of 

fields defined as a repeating group. Thus, the customer record for Turner may be as in Figure 

D.18. 

The repeating-groups construct provides another way to represent the notion of weak entities in 

the E-R model. As an illustration, let us partition the entity set customer into two sets: 

 

1.   customer, with descriptive attribute customer name 

2.   customer address, with descriptive attributes customer street and customer city 

 

The customer address entity set is a weak entity set, since it depends on the strong entity set 

customer. 

The E-R diagram describing this schema appears in Figure D.19a. If we do not use the repeating-

group construct in the schema, then the corresponding data- 

 

The Find and Get Commands 
The two most frequently used DBTG commands are 

 

•  find, which locates a record in the database and sets the appropriate currency pointers 
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•  get, which copies the record to which the current of run unit points from the database to the 

appropriate program work area template 

 

Let us illustrate the general effect that the find and get statements have on the program work 

area. Consider the sample database of Figure D.16. Suppose that the current state of the program 

work area of a particular application program is as shown in Figure D.20. Further suppose that a 

find command is issued to locate the customer record belonging to Johnson. This command 

causes the following changes to occur in the state of the program work area: 

 

•  The current of record type customer now points to the record of Johnson. 

•  The current of set type depositor now points to the record of Johnson. 

•  The current of run unit now points to customer record Johnson. 

 

If the get command is executed, the result is that the information pertaining to Johnson is loaded 

into the customer record template. 

 

 

D.4.3   Access of Individual Records 
 

The find command has a number of forms. We shall present only a few of these commands in 

this appendix. There are two different find commands for locating individual records in the 

database. The simplest command has the form 

 

 

find any <record type> using <record-field> 

 

 

This command locates a record of type <record type> whose <record-field> value is the same as 

the value of <record-field> in the <record type> template in the program work area. Once the 

system finds such a record, it sets the following currency pointers to point to that record: 

 

 

•  The current of run-unit pointer 

•  The record-type currency pointer for <record type> 

•  The set currency pointer for every set in which <record type> is either the owner type or 

member type. 

 

 

As an illustration, let us construct the DBTG query that prints the street address of Hayes: 

 

 

customer.customer name := "Hayes"; 

find any customer using customer name; 

get customer; 
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print (customer.customer street); 

 

 

There may be several records with the specified value. The find command locates the first of 

these in some prespecified ordering (see Section D.6.6). To locate other database records that 

match the <record-field>, we use the command 

 

 

find duplicate <record type> using <record-field> 

 

 

which locates (according to a system-dependent ordering) the next record that matches the 

<record-field>. The currency pointers noted previously are affected. 

As an example, let us construct the DBTG query that prints the names of all the customers who 

live in Harrison: 

 

 

customer.customer city := "Harrison"; find any customer using customer city; while DB-status 

=0 do 

begin 
get customer; 

print (customer.customer name); 

find duplicate customer using customer city; 

end; 

 

 

 

We have enclosed part of the query in a while loop, because we do not know in advance how 

many such customers exist. We exit from the loop when DB-status 

= 0. This action indicates that the most recent find duplicate operation failed, implying that we 

have exhausted all customers residing in Harrison. 

 

 

 

D.4.4   Access of Records within a Set 
 

The previous find commands located any database record of type <record type>. In this 

subsection, we concentrate on find commands that locate records in a particular DBTG set. The 

set in question is the one that is pointed to by the <set- type> currency pointer. There are three 

different types of commands. The basic find command is 

 

 

 

find first <record type> within <set-type> 
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which locates the first member record of type <record type> belonging to the current occurrence 

of <set-type>. The various ways in which a set can be ordered are discussed in Section D.6.6. 

To step through the other members of type <record type> belonging to the set occurrence, we 

repeatedly execute the following command: 

 

 

 

find next <record type> within <set-type> 

 

 

 

The find first and find next commands need to specify the record type since a 

DBTG set can have members of different record types. 

As an illustration of how these commands execute, let us construct the DBTG 

query that prints the total balance of all accounts belonging to Hayes. 

 

 

sum := 0; 

customer.customer name := "Hayes"; 

find any customer using customer name; 

find first account within depositor; 

while DB-status = 0 do 

begin 
get account; 

sum := sum + account.balance; 

find next account within depositor; 

end 
print (sum); 

 

 

Note that we exit from the while loop and print out the value of sum only when the DB-status is 

set to a value not equal to zero. Such a nonzero value results after the find next operation fails, 

indicating that we have exhausted all the members of a set occurrence of type depositor, whose 

owner is the record of customer Hayes. 

The previous find commands locate member records within a particular DBTG set occurrence. 

There are many circumstances, however, under which it may be necessary to locate the owner of 

a particular DBTG set occurrence. We can do so 

through the following command: 

 

find owner within <set-type> 
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The set in question is <set-type>. Note that, for each set occurrence, there exists precisely one 

single owner. 

As an illustration, consider the DBTG query that prints all the customers of the Perryridge 

branch: 

 

branch.branch name := "Perryridge"; 

find any branch using branch name; 

find first account within account branch; 

while DB-status =0 do 

begin 
find owner within depositor; 

get customer; 

print (customer.customer name); 

find next account within account branch; 

end 
 

 

Note that, if a customer has several accounts in the Perryridge branch, then his name will be 

printed several times. 

As a final example, consider the DBTG query that prints the names of all the customers of the 

bank. Such a query cannot be formed easily with the mechanism that we have described thus far, 

since no one single set has all the customer records. 

 

 

as its members. The remedy is to define a singular set (Section D.3.2) consisting of members of 

type customer. This set is defined as follows: 

 

 

set name is AllCust owner is system member is customer 

 

 

Once such a set has been defined, we can form our query as follows: 

 

 

find first customer within AllCust; 

while DB-status =0 do 

begin 
get customer; 

print (customer.customer name); 

find next customer within AllCust; 

end 
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D.4.5   Predicates 
 

The find statements that we have described allow the value of a field in one of the record 

templates to be matched with the corresponding field in the appropriate database records. 

Although, with this technique, we can formulate a variety of DBTG queries in a convenient and 

concise way, there are many queries in which a field value must be matched with a specified 

range of values, rather than to only one. To accomplish this match, we need to get the 

appropriate records into memory, to examine each one separately for a match, and thus to 

determine whether each is the target of our find statement. 

As an illustration, consider the DBTG query to print the total number of accounts in the 

Perryridge branch with a balance greater than $10,000: 

 

 

count := 0; 

branch.branch name := "Perryridge"; 

find any branch using branch name; 

find first account within account branch; 

while DB-status = 0 do 

begin 
get account; 

if account.balance > 10000 then count := count + 1; 

find next account within account branch; 

end 
print (count); 
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D.5        DBTG Update Facility 
 

In Section D.4, we described the various DBTG  commands for querying the database. In this 

section, we describe the mechanisms available for updating in- formation in the database. They 

include the creation of new records and deletion of old records, as well as the modification of the 

content of existing records. 

 

D.5.1   Creation of New Records 
 

To create a new record of type <record type>, we insert the appropriate values in the 

corresponding <record type> template. We then add this new record to the database by 

executing 

 

store <record type> 

 

Note that this technique allows us to create and add new records only one at a time. 

As an illustration, consider the DBTG program for adding a new customer, Jackson, to the 

database: 

 

customer.customer name := "Jackson"; customer.customer street := "Old Road"; 

customer.customer city := "Richardson"; store customer; 

 

Note that, if a new record is created that must belong to a particular DBTG set occurrence (for 

example, a new account), then, in addition to the store operation, we need a mechanism for 

inserting records into set occurrences. This mechanism is described in Section D.6. 

 

D.5.2   Modification of an Existing Record 
 

To modify an existing record of type <record type>, we must find that record in the database, 

get that record into memory, and then change the desired fields in the template of <record type>. 

Then, we reflect the changes to the record to which the currency pointer of <record type> points 

by executing 

 

modify <record type> 

 

The DBTG model requires that the find command executed prior to modifica- tion of a record 

must have the additional clause for update, so that the system is aware that a record is to be 

modified. We are not required to update a record that we “find for update.” However, we cannot 

update a record unless it is found for update. 

As an example, consider the DBTG program to change the street address of 



KARPAGAM ACADEMY OF HIGHER EDUCATION 

                        Class: II MCA           Course Name:   DATA BASE MANAGEMENT SYSTEMS  

Course Code : 17CAP301     Unit III              Batch: 2018-19 PG Lateral Entry 

 

A.Jenneth, Department of CS, CA & IT, KAHE     19/38 

 

Turner to North Loop. 
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customer.customer name := "Turner"; 

find for update any customer using customer name; 

get customer; 

customer.customer street := "North Loop"; 

modify customer; 

 

 

D.5.3   Deletion of a Record 
 

To delete an existing record of type <record type>, we must make the currency pointer of that 

type point to the record in the database to be deleted. Then, we can delete that record by 

executing 

 

erase <record type> 

 

 

Note that, as in the case of record modification, the find command must have the attribute for 

update attached to it. 

As an illustration, consider the DBTG program to delete account A-402 be- longing to Turner: 

 

finish := false; 

customer.customer name := "Turner"; 

find any customer using customer name; 

find for update first account within depositor; 

while DB-status =0 and not finish do 

begin 
get account; 

if account.account number = "A-402" then 

begin 
erase account; 

finish := true; 

end 
else find for update next account within depositor; 

end 
 

 

We can delete an entire set occurrence by finding the owner of the set — say, a record of type 

<record type> — and executing 
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erase all <record type> 

 

 

This command will delete the owner of the set, as well as all the set’s members. If a member of 

the set is an owner of another set, the members of that second set also will be deleted. Thus, the 

erase all operation is recursive. 

Consider the DBTG program to delete customer “Johnson” and all her ac- counts: 
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customer.customer name := "Johnson"; 

find for update any customer using customer name; 

erase all customer; 

 

 

A natural question is what happens when we wish to delete a record that is an owner of a set, but 

we do not specify all in the erase statement. In this case, several possibilities exist: 

 

•  Delete only that record. 

•  Delete the record and all its members. 

•  Do not delete any records. 

 

It turns out that each of these options can be specified in the DBTG model. We discuss them in 

Section D.6. 

 

 

 

D.6        DBTG Set-Processing Facility 
 

We saw in Section D.5 that the store and erase statements are closely tied to the set-processing 

facility. In particular, a mechanism must be provided for inserting records into and removing 

records from a particular set occurrence. In the case of deletion, we have a number of different 

options to consider if the record to be deleted is the owner of a set. 

 

 

D.6.1   The connect Statement 
 

To insert a new record of type <record type> into a particular occurrence of <set- type>, we 

must first insert the record into the database (if it is not already there). Then, we need to set the 

currency pointers of <record type> and <set-type> to point to the appropriate record and set 

occurrence. Then, we can insert the new record into the set by executing 

 

connect <record type> to <set-type> 

 

A new record can be inserted as follows: 

 

1.   Create a new record of type <record type> (see Section D.5.1). This action sets the 

appropriate <record type> currency pointer. 
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2.   Find the appropriate owner of the set <set-type>. This automatically sets the appropriate 

currency pointer of <set-type>. 

3.   Insert the new record into the set oocurrence by executing the connect 

statement. 
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As an illustration, consider the DBTG query for creating new account A-267, which belongs to 

Jackson: 

 

account.account number := "A-267"; 

account.balance := 0; 

store account; 

customer.customer name := "Jackson"; 

find any customer using customer name; 

connect account to depositor; 

 

D.6.2   The disconnect Statement 
 

To remove a record of type <record type> from a set occurrence of type <set- type>, we need to 

set the currency pointer of <record type> and <set-type> to point to the appropriate record and 

set occurrence. Then, we can remove the record from the set by executing 

 

disconnect <record type> from <set-type> 

 

Note that this operation only removes a record from a set; it does not delete that record from the 

database. If deletion is desired, we can delete the record by executing erase <record type>. 

Assume that we wish to close account A-201. To do so, we need to delete the relationship 

between account A-201 and its customer. However, we need to keep the record of account A-201 

in the database for the bank’s internal archives. The following program shows how to perform 

these two actions within the DBTG model. This program will remove account A-201 from the 

set occurrence of type depositor. The account will still be accessible in the database for record-

keeping purposes. 

 

account.account number := "A-201"; 

find for update any account using account number; 

find owner within depositor; 

disconnect account from depositor; 

 

D.6.3   The reconnect Statement 
 

To move a record of type <record type> from one set occurrence to another set occurrence of 

type <set-type>, we need to find the appropriate record and the owner of the set occurrences to 

which that record is to be moved. Then, we can move the record by executing 

 

reconnect <record type> to <set-type> 
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Consider the DBTG program to move all accounts of Hayes that are currently at the Perryridge 

branch to the Downtown branch: 
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customer.customer name := "Hayes"; 

find any customer using customer name; 

find first account within depositor; 

while DB-status = 0 do 

begin 
find owner within account branch; 

get branch; 

if branch.branch name = "Perryridge" then 

begin 
branch.branch name := "Downtown"; 

find any branch using branch name; 

reconnect account to account branch; 

end 
find next account within depositor; 

end 
 

D.6.4   Insertion and Retention of Records 
 

When a new set is defined, we must specify how member records are to be inserted. In addition, 

we must specify the conditions under which a record must be retained in the set occurrence in 

which it was initially inserted. 

 

D.6.4.1   Set Insertion 
 

A newly created member record of type <record type> of a set type <set-type> can be added to 

a set occurrence either explicitly (manually) or implicitly (auto- matically). This distinction is 

specified at set-definition time via 

 

insertion is <insert mode> 

 

where <insert mode> can take one of two forms: 

 

•  Manual. We can insert the new record into the set manually (explicitly) by executing 

 

connect <record type> to <set-type> 

 

•  Automatic. The new record is inserted into the set automatically (implicitly) 

when it is created — that is, when we execute 
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store <record type> 

 

In either case, just prior to insertion, the <set-type> currency pointer must point to the set 

occurrence into which the insertion is to be made. 

As an illustration, consider the creation of account A-535 that belongs to 

Hayes and is at the Downtown branch. Suppose that set insertion is manual for  set type 

depositor and is automatic for set type account branch. The appropriate 

DBTG program is 

 

branch.branch name := "Downtown"; find any branch using branch name; account.account 

number := "A-535"; account.balance := 0; 

store account; 

customer.customer name := "Hayes"; 

find any customer using customer name; 

connect account to depositor; 

 

D.6.4.2   Set Retention 
 

There are various restrictions on how and when a member record can be removed from a set 

occurrence into which it has been inserted previously. These restrictions are specified at set-

definition time via 

 

retention is <retention-mode> 

 

where <retention-mode> can take one of the three forms: 

 

1.   Fixed. Once a member record has been inserted into a particular set oc- currence, it cannot be 

removed from that set. If retention is fixed, then, to reconnect a record to another set, we must 

erase that record, re-create it, and then insert it into the new set occurrence. 

 

2.   Mandatory. Once a member record has been inserted into a particular set occurrence, it can 

be reconnected to another set occurrence of only type 

<set-type>.  It can neither be disconnected nor be reconnected to a set of another type. 

 

3.   Optional. No restrictions are placed on how and when a member record can be removed 

from a set occurrence. A member record can be reconnected, disconnected, and connected at 

will. 

 

The decision of which option to choose depends on the application. For example, in our banking 

database, the optional retention mode is appropriate for the depositor set because we may have 

defunct accounts not owned by anybody. On the other hand, the mandatory retention mode is 

appropriate for the account branch set, since an account has to belong to some branch. 

 

D.6.5   Deletion 
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When a record is deleted (erased) and that record is the owner of set occur- rence of type <set-

type>, the best way of handling this deletion depends on the specification of the set retention of 

<set-type>. 

 

•  If the retention status is optional, then the record will be deleted and every member of the set 

that it owns will be disconnected. These records, however, will remain in the database. 

 

•  If the retention status is fixed, then the record and all its owned members will be deleted. This 

action occurs because the fixed status means that a member record cannot be removed from the 

set occurrence without being deleted. 

 

•  If the retention status is mandatory, then the record cannot be erased, because the mandatory 

status indicates that a member record must belong to a set occurrence. The record cannot be 

disconnected from that set. 

 

D.6.6   Set Ordering 
 

The members of a set occurrence of type <set-type> can be ordered in a variety of ways. These 

orders are specified by a programmer when the set is defined via 

 

order is <order-mode> 

 

where <order-mode> can be any of the following: 

 

•  first. When a new record is added to a set, it is inserted in the first position. 

Thus, the set is in reverse chronological order. 

•  last. When a new record is added to a set, it is inserted in the final position. 

Thus, the set is in chronological order. 

•  next. Suppose that the currency pointer of <set-type> points to record X. If X is a member 

type, then, when a new record is added to the set, that record is inserted in the next position 

following X. If X is an owner type, then, when a new record is added, that record is inserted in 

the first position. 

 

•  prior. Suppose that the currency pointer of <set-type> points to record X. If X is a member 

type, then, when a new record is added to the set, that record is inserted in the position just prior 

to X. If X is an owner type, then, when a new record is added, that record is inserted in the last 

position. 

 

•  system default. When a new record is added to a set, it is inserted in an arbitrary position 

determined by the system. 

 

•  sorted. When a new record is added to a set, it is inserted in a position that ensures that the set 

will remain sorted. The sorting order is specified by a particular key value when a programmer 
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defines the set. The programmer must specify whether members are ordered in ascending or 

descending order relative to that key. 

 

Consider again Figure D.16, where the set occurrence of type depositor with the owner-record 

customer Turner and member-record accounts A-305, A-402, and A-408 are ordered as 

indicated. Suppose that we add a new account A-125 to that set. For each <order-mode> option, 

the new set ordering is as follows: 
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•  first: {A-125, A-305, A-402, A-408} 

•  last: {A-305, A-402, A-408, A-125} 

•  next: Suppose that the currency pointer points to record “Turner”; then the new set order is 

{A-125, A-305, A-402, A-408} 

 

•  prior: Suppose that the currency pointer points to record A-402; then the new set order is {A-

305, A-125, A-402, A-408} 

 

•  system default: Any arbitrary order is acceptable; thus, {A-305, A-402, A-125, A-408} is a 

valid set ordering 

 

•  sorted: The set must be ordered in ascending order with account number being the key; thus, 

the ordering must be {A-125, A-305, A-402, A-408} 

 

 

 

D.7        Mapping of Networks to Files 
 

A network database consists of records and links. We implement links by adding pointer fields to 

records that are associated via a link. Each record must have one pointer field for each link with 

which it is associated. As an illustration, return to the data-structure diagram of Figure D.2b, and 

to the sample database corre- sponding to it in Figure D.4. Figure D.21 shows the sample 

instance with pointer fields to represent the links. Each line in Figure D.4 is replaced in Figure 

D.21 by two pointers. 

Since the depositor link is many to many, each record can be associated with 

an arbitrary number of records. Thus, it is not possible to limit the number of 

pointer fields in a record. Therefore, even if a record itself is of fixed length, the 

actual record used in the physical implementation is a variable-length record. 
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Figure D.21   Implementation of instance of Figure D.4. 
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These complications led the architects of the DBTG model to restrict links to be either one to one 

or one to many. We shall see that, under this restriction, the number of pointers needed is 

reduced, and it is possible to retain fixed-length records. To illustrate the implementation of the 

DBTG model, we assume that the depositor link is one to many and is represented by the DBTG 

set depositor as defined here: 

 

 

set name is depositor owner is customer member is account 

 

 

A sample database corresponding to this schema is in Figure D.1. 

An account record can be associated with only one customer record. Thus, we 

need only one pointer in the account record to represent the depositor relationship. 

However, a customer record can be associated with many account records. Instead 

of using multiple pointers in the customer record, we can use a ring structure to 

represent the entire occurrence of the DBTG set depositor. In a ring structure, the 

records of both the owner and member types for a set occurrence are organized 

into a circular list. There is one circular list for each set occurrence (that is, for 

each record of the owner type). 

Figure D.22 shows the ring structure for the example of Figure D.1. Let us 

examine the DBTG-set occurrence owned by the “Johnson” record. There are two 

member-type (account) records. Instead of containing one pointer to each member 

record, the owner (Johnson) record contains a pointer to only the first member 

record (account A-101). This member record contains a pointer to the next member 

record (account A-201). Since the record for account A-201 is the final member 

record, it contains a pointer to the owner record. 
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Figure D.22   Ring structure for instance of Figure D.1. 
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If we represent DBTG sets by using the ring structure, a record contains exactly one pointer for 

each DBTG set in which it is involved, regardless of whether it is of the owner type or member 

type. Thus, we can represent fixed-length records within a ring structure without resorting to 

variable-length records. This structural simplicity is offset by added complexity in accessing 

records within a set. To find a particular member record of a set occurrence, we must traverse the 

pointer chain to navigate from the owner record to the desired member record. 

The ring-structure implementation strategy for the DBTG model provided the basis for the 

DBTG data retrieval facility. Recall these statements: 

 

 

•  find first <record type> within <set type> 

•  find next <record type> within <set type> 

 

 

The terms first and next in these statements refer to the ordering of records given by the ring-

structure pointers. Thus, once the owner has been found, it is easy to do a find first, since all the 

system must do is to follow a pointer. Similarly, all the system must do in response to a find 

next is to follow the ring-structure pointer. 

The find owner statement of the DBTG query language can be supported efficiently by a 

modified form of the ring structure in which every member- 

type record contains a second pointer, which points to the owner record. This structure appears in 

Figure D.23. Under this implementation strategy, a record has one pointer for each DBTG set for 

which it is of the owner type, and two pointers (a next-member pointer and an owner pointer) for 

each DBTG set for which it is of the member type. This strategy allows efficient execution of a 

find owner statement. Under our earlier strategy, it is necessary to traverse the ring structure 

until we find the owner. 
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Figure D.23   Ring structure of Figure D.22 with owner pointers. 
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Figure D.24   Clustered record placement for instance of Figure D.1. 

 

The physical placement of records is important for an efficient implementation of a network 

database, as it is for a relational database. 

The statements find first, find next, and find owner are designed for process- ing a sequence of 

records within a particular DBTG-set occurrence. Since these statements are the ones most 

frequently used in a DBTG query, it is desirable to store records of a DBTG-set occurrence 

physically close to one another on disk. To specify the strategy that the system is to use to store a 

DBTG set, we add a placement clause to the definition of the member record type. 

Consider the DBTG set depositor and the example shown in Figure D.1. If we 

add the clause 

 

placement clustered via depositor 

 

to the definition of record type account (the member-record type of the depositor DBTG set), the 

system will store members of each set occurrence close to one another physically on disk. To the 
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extent possible, members of a set occurrence will be stored in the same block. Figure D.24 

illustrates this storage strategy for the instance of Figure D.1. 

The clustered placement strategy does not require the owner record of a DBTG set to be stored 

near the set’s members. Thus, each record type can be stored in a distinct file. If we are willing to 

store more than one record type in a file, we can specify that owner and member records are to 

be stored close to one another physically on disk. We do so by adding the clause near owner to 

the placement clause. For our example of the depositor set, we add the clause 

 

placement clustered via depositor near owner 

 

to the definition of the record type account. Figure D.25 illustrates this storage strategy. By 

storing member records in the same block as the owner, we reduce 
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Figure D.25   Record placement using clustering with the near owner option. 

 

the number of block accesses required to read an entire set occurrence. This form of storage 

is analogous to the clustering file structure that we proposed earlier for the relational model. 

This similarity is not surprising, since queries that require traversal of DBTG-set occurrences 

under the network model require natural joins under the relational model. 

 

 

D.8        Summary 
 

A network database consists of a collection of records that are connected to each other 

through links. A link is an association between precisely two records. Records are organized 

in the form of an arbitrary graph. 

A data-structure diagram is a schema for a network database. Such a dia- gram consists of 

two basic components: boxes, which correspond to record types, 

and lines, which correspond to links. A data-structure diagram serves the same purpose as an 

E-R diagram; namely, it specifies the overall logical structure of the database. For every E-R 

diagram, there is a corresponding data-structure diagram. 

In the late 1960s, several commercial database systems based on the network 

model emerged. These systems were studied extensively by the Database Task 

Group (DBTG) within the CODASYL group. In the DBTG model, only many-to-one 

links can be used. Many-to-many links are disallowed to simplify the implemen- 

tation. One-to-one links are represented as many-to-one links. A data-structure 

diagram consisting of two record types that are linked together is referred to, in 

the DBTG model, as a DBTG set. Each DBTG set has one record type designated as 

the owner of the set, and another record type designated as a member of the set. A 
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DBTG set can have any number of set occurrences. 

The data-manipulation language of the DBTG model consists of a number of 

commands embedded in a host language. These commands access and manipulate database 

records and links, as well as locally declared variables. For each such application program, 

the system maintains a program work area, which contains record templates, currency 

pointers, and status flags. 

The two most frequently used DBTG commands are find and get. There are many different 

formats for the find command. The main distinction among them is whether any records in 

the database, or records within a particular set occurrence, are to be located. 

There are various mechanisms available in the DBTG model for updating in- formation in the 

database. They allow the creation and deletion of new records (via the store and erase 

operations), as well as the modification (via the modify operation) of the content of existing 

records. The connect, disconnect, and recon- nect operations provide for inserting records 

into and removing records from a particular set occurrence. 

When a new set is defined, we must specify how member records are to be inserted, and 

under what conditions they can be moved from one set occurrence 

to another. A newly created member record can be added to a set occurrence either explicitly 

or implicitly. This distinction is specified at set-definition time via the insertion is statement 

with the manual and automatic insert-mode options. There are various restrictions on how 

and when a member record can be removed from a set occurrence into which it has been 

inserted previously. These restrictions are specified at set-definition time via the retention is 

statement with the fixed, mandatory, and optional retention-mode options. Implementation 

techniques for the DBTG model exploit the restrictions of the model to allow the physical 

representation of DBTG sets without the need for variable-length records. A DBTG set is 

represented by one ring structure for each occurrence. 

 

IBM  

IBM is a database management system (DBMS) that helps you organize business data with 

both program and device independence. 

Hierarchical databases and data manipulation language (DL/I calls) are the heart of IMS DB. 

Data within the database is arranged in a tree structure, with data at each level of the 

hierarchy related to, and in some way dependent on, data at a higher level of the hierarchy. 

The following figure shows the hierarchical database model. In a hierarchical database, data 

is stored in the database only once, but it might be able to be retrieved by several paths. 
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Figure 1. Hierarchical database model

 

With IMS DB, you can do the following:  

 Maintain data integrity. The data in each database is consistent and remains in the 

database even when IMS DB is not running. 

 Define the database structure and the relationships between the database segments. 

IMS segments in one database can have relationships with segments in a different 

IMS database (logical relationships). IMS databases also can be accessed by one or 

more secondary indexes.  

 Provide a central point of control and access for the IMS data that is processed by 

IMS applications. 

 Perform queries against the data in the database. 

 Perform database transactions (inserts, updates, and deletes) as a single unit of work 

so that the entire transaction either completes or does not complete.  

 Perform multiple database transactions concurrently, with the results of each 

transaction kept isolated from the others. 

 Maintain the databases. IMS DB provides facilities for backing up and recovering 

IMS databases, as well as facilities for tuning the databases by reorganizing and 

restructuring them.  

In addition, IMS DB enables you to adapt IMS databases to the requirements of varied 

applications. Application programs can access common (and therefore consistent) data, 

thereby reducing the need to maintain the same data in multiple ways in separate files for 

different applications.  

IMS databases are accessed internally using a number of IMS database organization access 

methods. The database data is stored on disk storage using z/OS® access methods.  

IMS DB provides access to these databases from applications running under the following:  

 IMS Transaction Manager (IMS TM) 
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 CICS® Transaction Server for z/OS 

 z/OS batch jobs 

 WebSphere® Application Server for z/OS 

 DB2® for z/OS stored procedures  

In addition, IMS Version 11 and later includes the IMS Open Database Manager (ODBM). 

ODBM enables access to IMS databases from Java programs anywhere in the enterprise 

using distributed relational database architecture (DRDA®) and distributed database 

management (DDM). 
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POSSIBLE QUESTIONS 

UNIT 1 

PART – A (20 MARKS) 

(Q.NO 1 TO 20 Online Examinations) 

 

Part - B (5X 6 =30 Marks) 

(Answer ALL the Questions) 

 

1. Illustrate the Binary relation concept of network model in detail. 

2. Explain the general relations – hips concepts of network model in detail. 

3. Explain the DDL commands used in network model in detail. 

4. What are the DML commands used in network model? 

5. How are the DML commands of n/w model interpreted in the application environment. 

6. Write short notes on IBMS IMS data base system. 

7. Write a note on the several record access scheme available in IMS. 

8. Explain the basic concepts of Hierarchical model with a suitable example.\ 

9. Write short notes on tree structure diagrams in hierarchical data base. 

10. Describe the DML command statements in Hierarchical Data Model. 

Part - C (10X1 =10 Marks) 

(Compulsory  Question) 

1. Define the term locking. Explain the different types of locking used in concurrency 

control. 

2. Explain in detail the 13 object oriented database management system Commandments. 

3. Compare and contrast the traditional and object oriented DBMS. 

4. Elaborate different Data Manipulation Language in SQL. Explain the different statements 

used in DML. 

5. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 

 

 

 

 



Subject : Database Management Systems Subject Code: 17CAP301

DEPARTMENT OF COMPUTER APPLICATIONS

S.No Questions opt1 opt2 opt3 opt4 Answer

1 The execution cost is expressed as a weighted combination of 

I/o_______ and communication cost

SMPS HTTP CPU CMPT CPU

2 How many components involved in query optimization  ? 1 2 3 4 3

3 _______ is the set of alternative execution plans to represent the 

input query

cost model search 

starategy

query search 

space

search space

4 _________ predicity of the cost of a given execution plan search 

strategy

cost 

model

query search 

spcae

cost model

5 ________ strategey explores the search space and selects the best 

plan using the cost model

costmodel query search 

space

search 

strategy

search strategy

6 _________ is a tree such that at least one operand of each operator 

node is a base relation

linear tree busy tree join tree tree view linear tree

7 ______ is  more general and may have operators with no base 

relations as operands

bushy tree liner tree join tree tree view bushy tree

8 Deterministic strategies proceed by ____ plan dynamic determinis

tic

building search 

strategy

building

9 _______ strategies allow the optimizer to trade optimization time 

for execution time

normalized transform

ation

optimizatio

n

randomiz

ed

randomized

10 query optimization techniques are often extensions of the 

techniques for _____ system

INGRES Quel centralized decentral

ized

centralized

11 The transaction can complete its task successfully is called ? commits aborts update null commits

12 The transaction stops without completing its task is  called ? commit aborts update null aborts

13 Actions are updone by returning the database to the state before 

their execution is called?

commit aborts rollback deadlock rollback

14 The data items that a transaction reads are said to constitute is 

called ?

write set read set write and 

read set

base set read set

15 The data item  that a transaction writes are said to constitute is 

called

write set read set write and 

read set

base set write set

16 The union of the read set and write set of transaction is known 

as____

write set read set write and 

read set

base set base set

17 dynamic database have to deal with the problem of phantoms static dynamic tuples phantoms

18 Hierarchical architecture is a combination of ___________ shared 

nothing

shared 

disk

shared 

memory

shared 

nothing 

and 

memory

shared nothing and 

memory

19 Hierarchical architecture is also called ______ cluster shared disk memory cluster

20 The term declustering is also used to mean______ partitioning partition hash range partitioning

21 _______ is the simplest strategy, it ensures uniform data 

distribution

round robin 

partitioning

hash 

partitionin

g

range 

partitionin

g

hash 

indexing

round robin 

partitioning

22 ____ applies a hash function to some attributes which yeilds the 

partition number

round robin 

partitioning

hash 

partitionin

g

range 

partitionin

g

hash 

indexing

hash partitioning

23 _______ has distributed tuples based on the value intervals of 

some attributes

round robin 

partitioning

hash 

partitionin

g

range 

partitionin

g

hash 

indexing

range partitioning

24 _____ enables the parallel execution of multiple queries generated 

by concurrent  transactions

Inter query inter 

operator

intra 

operation

parallelis

m

Inter query

25 _________ are used to decrease response time Inter query inter 

operator 

parallelis

m

inter query 

and 

parallelism

parallelis

m

inter query and 

parallelism

26 Intra_operator parallelism is based on the decomposition of one 

operator in a set of independent sub operators called ?

operator 

instance

inter 

operator

inter query query 

parallelis

m

operator instance

27 ______ has several operators with a producer_consumer link are 

executed in parallel

materialized pipeline 

parallelis

m

independe

nt 

parallelism

 

processo

r 

pipeline parallelism

28 _____ Is the set of alternative execution plan to represent the input 

query

cost model search 

strategy

search 

space

annotati

ons

search space

29 Operator trees are enriched with_______ cost model search 

strategy

search 

space

annotati

ons

search strategy

30 Load balancing problem can appear with intra_operator parallelism 

namley

dataskew attribute 

value 

skew

selectivity 

sekew

redistrib

ution 

skew

dataskew

31 _____ explores the search space and selects the best plan costmodel search 

strategy

search 

space

annotati

ons

search strategy

32 _______is the smallest unit of sequential processing that cannot be 

further partitioned

activation redistribut

ion sekew

selectivity 

sekew

 product 

sekew

activation

33 object represents a ________in the system that is being modeled real entity  object 

identity

identical value real entity

34 An ______ datatype is a template for all objects of that type primary secondary primitive abstract abstract

35 The composite object relationship between types can be 

represented by______

class collection

s

compositio

n

subtypin

g

composition

36 collection is similar to a_______ in that it groups object collection compositi

on

subtyping class class

37 subtyping is based on the ____ relationship among types specializatio

n

collection compositio

n

subtypin

g

specialization

38 The data allocation problem for object database involves allocation 

of both________

methods classes methods 

and classes

functions methods and classes

39 How many types of client /server architectures have been proposed 2 1 4 5 2

40 OID represents the______ POID AID object 

identifier 

manageme

nt

LOID object identifier 

management

41 The process of converting a disk version of the pointer to a methods 

version of a pointer is known as _____

pointer 

Swizzling

Loid 

mapping

Loid 

generation

surrogate

s

pointer Swizzling

42 A common way of tracking objects is to leave pointer 

Swizzling

Loid 

mapping

Loid 

generation

surrogate

s

surrogates

43 ____ object are currently involved in an activity in response to an 

invocation or a message

ready active waiting suspende

d

active

44 _____ object are not currently involved ready active waiting suspende

d

ready

45 ______object are temporarily unavailable for invocation ready active waiting suspende

d

suspended

46 Relational query lanaguage operate on very simple type systems 

consisting of a single type_____

relation physical 

storage

path 

expression

query 

processin

g

relation

47 _______is an alternative general technique to represent and 

compute path expressions

access 

support 

relation

set 

matching

path 

indexes

access 

suppot

access support 

relation

48 __________ relation that has been defined to determine 

serializable histories

access 

support 

relation

set 

matching

path 

indexes

access 

suppot

set matching

49 The architecture of a hierarchical database is based on ____the 

concept of  relationships.

set structure tree/node  parent/child server/cli

ent

 parent/child 
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FUNCTIONAL DEPENDENCIES: 

Functional dependency describes the relationship between attributes in a relation. For example, 

if A and B are attributes of relation R, and B is functionally dependent on A ( denoted A     B), if 

each value of A is associated with exactly one value of B. ( A and B may each consist of one or 

more attributes.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Trival functional dependency means that the right-hand side is a subset ( not necessarily a 

proper subset) of the left-hand side. They do not provide any additional information about 

possible integrity constraints on the values held by these attributes. 

UNIT IV 

Relational Data Base Design - Function Dependencies & Normalization for Relational 

Databases - Functional Dependencies - Normal forms based on primary keys - (INF, 

2NF, 3NF & BCNF)  - Lossless jooin & Dependency perserving decomoposition  
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We  are  normally  more interested  in  nontrivial dependencies because they represent integrity 

constraints for the relation. 

 

Main     characteristics     of     functional     dependencies     in normalization 

• Have a one-to-one relationship between attribute(s) on the left- and right- hand side of a 

dependency; 

•    hold for all time; 

•    are nontrivial. 

 

Functional dependency is a property of the meaning or semantics of the attributes in a relation. 

When a functional dependency   is   present,   the   dependency   is   specified   as   a constraint 

between the attributes. 

 

An important integrity constraint to consider first is the identification of candidate keys, one of 

which is selected to be the primary key for the relation using functional dependency. 

 

 

FIRST NORMAL FORM: 

 

A basic objective of the first normal form defined by Codd in 

1970 was to permit data to be queried and manipulated using a "universal data sub-language" 

grounded in first-order logic. SQL is an example of such a data sub-language, albeit one that 

Codd regarded as seriously  flawed.).    Querying  and  manipulating  the data within an 

unnormalized data structure, such as the following non-1NF representation of customers' credit 

card transactions, involves more complexity than is really necessary: 

 

One of Codd's important insights was that this structural complexity could always be removed 

completely, leading to much greater power and flexibility in the way queries could be formulated 

(by users and applications) and evaluated (by the DBMS).  

Now each row represents an individual credit card transaction,  and  the  DBMS  can  obtain  the  

answer  of  interest, simply by finding all rows with a Date falling in October, and summing their 

Amounts. All of the values in the data structure are on an equal footing: they are all exposed to 

the DBMS directly, and can directly participate in queries, whereas in the previous situation 

some values were embedded in lower-level structures that had to be  handled  specially.  

Accordingly, the  normalized  design  lends itself to general-purpose query processing, whereas 

the unnormalized design does not. 

 

The objectives of normalization beyond 1NF were stated as follows by Codd: 
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1. To free the collection of relations from undesirable insertion, update and deletion 

dependencies; 

2. To reduce the need for restructuring the collection of relations as new types of data are 

introduced, and thus increase the life span of application programs; 

3. To make the relational model more informative to users; 

4. To make the collection of relations neutral to the query statistics, where these statistics are 

liable to change as time goes by. 

 

—E.F. Codd, "Further Normalization of the Data Base Relational 

Model. 

 

SECOND NORMAL FORM 

 

Second normal form (2NF) is a normal form used in database normalization. 2NF was 

originally defined by E.F. Codd in 

1971. A table that is in first normal form (1NF) must meet additional criteria if it is to qualify for 

second normal form. Specifically: a 1NF table is in 2NF if and only if, given any candidate key 

K and any attribute A that is not a constituent of a candidate key, A depends upon the whole of K 

rather than just a part of it. 

 

In slightly more formal terms: a 1NF table is in 2NF if and only if all its non-prime attributes are 

functionally dependent on the whole of a candidate key. (A non-prime attribute is one that does 

not belong to any candidate key.) 

 

Note that when a 1NF table has no composite candidate keys (candidate keys consisting of more 

than one attribute), the table is automatically in 2NF. 

 

A 2NF alternative to this design would represent the same information in two tables: an 

"Employees" table with candidate key 

{Employee}, and an "Employees' Skills" table with candidate key 

{Employee, Skill}: 

 

Neither of these tables can suffer from update anomalies. 

Not all 2NF tables are free from update anomalies, however. An example of a 2NF table which 

suffers from update anomalies is: 
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The  underlying  problem  is  the  transitive  dependency  to which the Winner Date of Birth 

attribute is subject. Winner Date of Birth actually depends on Winner, which in turn depends on 

the key Tournament / Year. 

 

This problem is addressed by third normal form (3NF). 

 

THIRD NORMAL FORM 

The  third  normal  form  (3NF)  is  a  normal  form  used  in database normalization. 3NF was 

originally defined by E.F. Codd in 

1971. Codd's definition states that a table is in 3NF if and only if both of the following 

conditions hold: 

 

•    The relation R (table) is in second normal form (2NF) 

•    Every non-prime attribute of R is non-transitively dependent 

(i.e. directly dependent) on every key of R. 

• 

A non-prime attribute of R is an attribute that does not belong to any candidate key of R. A 

transitive dependency is a functional dependency in which X → Z (X determines Z) indirectly, by 

virtue of X → Y and Y → Z (where it is not the case that Y → X). 

 

A 3NF definition that is equivalent to Codd's, but expressed differently was given by Carlo 

Zaniolo in 1982. This definition states that a table is in 3NF if and only if, for each of its 

functional dependencies  X  →  A,  at  least  one  of  the  following  conditions holds: 

 

•    X contains A (that is, X → A is trivial functional dependency), or 

•    X is a superkey, or 

• A is a prime attribute (i.e., A is contained within a candidate key) 

•    n example of a 2NF table that fails to meet the requirements of 

3NF is: 

 

 

Tournament Winners 

Tournament            Year Winner             Winner Date of Birth 

Indiana Invitational   1998 Al Fredrickson   21 July 1975 

Cleveland Open       1999 Bob Albertson   28 September 1968 

Des Moines Masters 1999 Al Fredrickson   21 July 1975 

Indiana Invitational   1999 Chip Masterson 14 March 1977 
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• Because each row in the table needs to tell us who won a particular Tournament in a 

particular Year, the composite key 

{Tournament, Year} is a minimal set of attributes guaranteed to uniquely identify a row. That is, 

{Tournament, Year} is a candidate key for the table. 

 

 

 

• The  breach  of  3NF  occurs  because  the  non-prime  attribute Winner Date of Birth is 

transitively dependent on the candidate key {Tournament, Year} via the non-prime attribute 

Winner. The fact  that  Winner  Date  of  Birth  is  functionally  dependent  on Winner makes the 

table vulnerable to logical inconsistencies, as there is nothing to stop the same person from being 

shown with different dates of birth on different records. 

 

• In order to express the same facts without violating 3NF, it is necessary to split the table 

into two: 

 

• Update anomalies cannot occur in these tables, which are both in 3NF. 

 

 BCNF 

 

Boyce-Codd normal form (or BCNF or 3.5NF) is a normal form used in database 

normalization. It is a slightly stronger version of the third normal form (3NF). A table is in 

Boyce-Codd normal form if and only if for every one of its non-trivial [dependencies] X 

→ Y, X is a superkey—that is, X is either a candidate key or a superset thereof. 

 

Only in rare cases does a 3NF table not meet the requirements of BCNF. A 3NF table which 

does not have multiple overlapping candidate keys is guaranteed to be in BCNF.[4] Depending 

on what its functional dependencies are, a 3NF table with two or more overlapping candidate 

keys may or may not be in 

BCNF. 

 

An example of a 3NF table that does not meet BCNF is: Today's Court Bookings 

 

 

Court Start Time End Time Rate Type 

1 09:30 10:30 SAVER 

1 11:00 12:00 SAVER 

1 14:00 15:30 STANDARD 
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2 10:00 11:30 PREMIUM-B 

2 11:30 13:30 PREMIUM-B 

2 15:00 16:30 PREMIUM-A 

 

 

• Each row in the table represents a court booking at a tennis club that has one hard court 

(Court 1) and one grass court (Court 2) 

 

•    A booking is defined by its Court and the period for which the 

Court is reserved 

 

•    Additionally, each booking has a Rate Type associated with it. 

There are four distinct rate types: 

•    SAVER, for Court 1 bookings made by members 

•    STANDARD, for Court 1 bookings made by non-members 

•    PREMIUM-A, for Court 2 bookings made by members 

•    PREMIUM-B, for Court 2 bookings made by non-members 

 

The table's candidate keys are: 

•    {Court, Start Time} 

•    {Court, End Time} 

•    {Rate Type, Start Time} 

•    {Rate Type, End Time} 

 

Recall that 2NF prohibits partial functional dependencies of non-prime attributes on candidate 

keys, and that 3NF prohibits transitive functional dependencies of non-prime attributes on 

candidate keys. In the Today's Court Bookings table, there are no non-prime attributes: that is, all 

attributes belong to candidate keys. Therefore the table adheres to both 2NF and 3NF. 

 

The table does not adhere to BCNF. This is because of the dependency Rate Type → Court, in 

which the determining attribute (Rate  Type)  is  neither  a  candidate  key  nor  a  superset  of  a 

candidate key. 

 

Any table that falls short of BCNF will be vulnerable to logical inconsistencies. In this example, 

enforcing the candidate keys will not ensure that the dependency Rate Type → Court is 

respected. There  is,  for  instance,  nothing  to  stop  us  from  assigning  a PREMIUM A Rate 

Type to a Court 1 booking as well as a Court 2 booking—a clear contradiction, as a Rate Type 

should only ever apply to a single Court. 
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The design can be amended so that it meets BCNF: Today's Bookings 

Rate Types 

Rate Type   Court Member 

Court Start 

Time 

End 

Time 

Member 

Flag 

Flag 

SAVER        1        Yes STANDARD 

1        No PREMIUM- 

A                  2        Yes 

PREMIUM- 

B                  2        No 

 

 

1        09:30 10:30 Yes 

1        11:00 12:00 Yes 

1        14:00 15:30 No 

2        10:00 11:30 No 

2        11:30 13:30 No 

2        15:00 16:30 Yes 
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The candidate keys for the Rate Types table are {Rate Type} and {Court, Member Flag}; the 

candidate keys for the Today's Bookings table are {Court, Start Time} and {Court, End Time}. 

Both tables are in BCNF. Having one Rate Type associated with two different Courts is now 

impossible, so the anomaly affecting the original table has been eliminated. 

 

 COMPARISON OF 3NF AND BCNF 

 

Boyce Codd normal form (also known as BCNF) is a normal form –that is a form that provides 

criteria for determining a table’s degree of vulnerability to logical inconsistencies and anomalies. 

This normal form is used in database normalisation. It is a bit stronger than its predecessor, the 

third normal form (also known as 

3NF). A table is thought to be in BCNF if and only if for every one if its non-trivial functional 

dependencies –that is a boundary that is set between two sets of attributes in a relation taken 

from a database– is a superkey (a set of attributes of a relational variable that postulates that in 

all relations assigned to that specific variable there are no two distinct rows containing the same 

value for the attributes in that particular set). BCNF postulates that any table that fails to meet the 

criteria to be attributed as a BNCF is vulnerable to logical inconsistencies. 

 

3NF is a normal form that is also used in database normalisation. It is thought that a table is in 

3NF if and only if 1) the table is in second normal form (or 2NF, which is a first normal code, or 

1NF, that has met the criteria to become a 2NF), and 2) every non-prime attribute of the table is 

non-transitively dependent on every key of the table (meaning it is not directly dependent on 

every key). There is another postulation of 3NF that is also used to define the differences 

between 3NF and the BCNF. 

 

This theorem was conceived by Carlo Zaniolo in 1982. It states that a table is in 3NF if and only 

if for each functional dependency where X → A, at least one of three conditions must hold: 

either X → A, X is a superkey, or A is a prime attribute (which means  A  is  contained  within  a  

candidate  key  –or  a  minimal superkey for that relation). This newer definition differs from the 

theorem of a BCNF in that the latter model would simply eliminate the last condition. Even as it 

acts as a newer version of the 3NF theorem, there is a derivation of the Zaniolo theorem. It states 

that X → A is non-trivial. If that is true, let A be a noon-key attribute and also let Y be a key of 

R. If that holds then Y → X. This means that A is not transitively dependent on Y if and only if 

X → Y (or if X is a superkey. 

 

LOSSLESS  AND  DEPENDENCY  PRESERVING DECOMPOSITION 
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Lossless-Join Decomposition 

Let R be a relation schema and let F be H, set of FDs over R. A decomposition of R into two 

schemas with attribute sets X and Y is said to be a lossless-join decomposition with respect to F 

if, for every   instance   T   of   R   that   satisfies   the   dependencies   in 

. In other words, we can recover the original relation from the 

decomposed relations. 

This definition can easily be extended to cover a decomposition of Ii into In more than two 

relations. It is easy to see that  always holds. 

 

In general, though, the other direction does not hold. If we take projections of a relation and 

recombine them using natural join, We typically obtain the tuples that were not in the original 

relation. 

 

CLOSURE OF DEPENDENCIES 

 

1. We need to consider all functional dependencies that hold. Given a set F of functional 

dependencies, we can prove that certain other ones also hold. We say these ones are logically 

implied by F. 

 

2. Suppose we are given a relation scheme R = (A, B, C, G, H, I), and the set of functional 

dependencies: 

A → B A → C CG → H CG → I B → H 

 

Then the functional dependency A → H is logically implied. 

 

3. To see why, let t1 and t2 be tuples such that t1[A] = t2[A] 

As we are given A → B , it follows that we must also have t1[B] 

= t2[B] 

Further, since we also have B → H , we must also have t1[H] = 

t2[H] 

Thus, whenever two tuples have the same value on A, they must also have the same value on H, 

and we can say that A → H . 

 

4. The closure of a set F of functional dependencies is the set of all functional dependencies 

logically implied by F. 

 

5. We denote the closure of F by F+. 
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6. To compute F+, we can use some rules of inference called 

 

Armstrong's Axioms: 

Reexivity rule: if α is a set of attributes and β ∈α , then α→β holds. 

• Augmentation rule: if α→β holds, and γ is a set of attributes, then γα →γβ holds. 

•    Transitivity rule: if α→β holds, and β→γ holds, then α→γ 

holds. 

 

7. These rules are sound because they do not generate any incorrect functional dependencies. 

They are also complete as they generate all of F+. 

 

8. To make life easier we can use some additional rules, derivable from Armstrong's Axioms: 

 

•    Union rule: if α→β and α→γ , then α→βγ holds. 

• Decomposition rule: if α→β holds, then α→β and α→γ both hold. 

• Pseudotransitivity rule:  if  α→β  holds,  and  γβ→δ  holds, then αγ→δ holds. 

• 

9. Applying these rules to the scheme and set F mentioned above, we can derive the following: 

•    A → H, as we saw by the transitivity rule. 

•    CG → HI by the union rule. 

•    AG → I by several steps: 

- Note that A → C holds. 

- Then AG → CG, by the augmentation rule. 

- Now by transitivity, AG → I. 
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POSSIBLE QUESTIONS 

UNIT 1 

PART – A (20 MARKS) 

(Q.NO 1 TO 20 Online Examinations) 

 

 

Part - B (5X 6 =30 Marks) 

(Answer ALL the Questions) 

 

1. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 

2. What is meant by Normalization of relations? Define the keys and attributes of a relation 

scheme. 

3. Write a note on First normal form of relational database design. 

4. Define first, second and third normal forms. How do the 2 NF and 3 NF differ from 1 NF. 

5. What undesirable dependencies are avoided when a relation is in a) 2 NF and b) 3 NF. 

6. Define Boyce-Codd Normal form. How does it offer from 3NF?  

7. Write a short note on multivalued dependency. 

8. Define fourth normal form. When is it typically applicable and when is it violated? 

9. Explain Join dependency and fifth normal form. 

10. Illustrate an algorithm to check if decomposition is loseless. 

11. Illustrate an algorithm to check if a decomposition is dependency preserving. 

Part - C (10X1 =10 Marks) 

(Compulsory  Question) 

1. Define the term locking. Explain the different types of locking used in concurrency control. 

2. Explain in detail the 13 object oriented database management system Commandments. 

3. Compare and contrast the traditional and object oriented DBMS. 

4. Elaborate different Data Manipulation Language in SQL. Explain the different statements 

used in DML. 

5. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 
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1     _________property enables us to 

recover any instance of the decomposed 

relation from corresponding instance of 

the smaller relations.

dependency 

preservatio

n

lossless-join normal forms decomposition lossless-

join

2 BCNF stands for______________  Boyce-

Codd 

Normal 

Form

Boy Codd 

Normal Form

Basic Codd Normal 

Form

Basic Codd 

Normalization 

Form

 Boyce-

Codd 

Normal 

Form



3 Boye Codd Normal Form (BCNF) is 

needed when

 two non-

key 

attributes 

are 

dependent

 there is more 

then one 

possible 

composite key

 there are two or 

more possible 

composite 

overlapping keys 

and one attribute of 

a composite key is 

dependent on an 

attribute of another 

composite key

 there are two 

possible keys 

and they are 

dependent on 

one another

 there are 

two or 

more 

possible 

composit

e 

overlappi

ng keys 

and one 

attribute 

of a 

composit

e key is 

dependen

t on an 

attribute 

of 

another 

composit

e key

4 A relation is said to be in BCNF when  it has 

overlapping 

composite 

keys

 it has no 

composite keys

 it has no 

multivalued 

dependencies

 it has no 

overlapping 

composite 

keys which 

have related 

attributes

 it has no 

overlappi

ng 

composit

e keys 

which 

have 

related 

attributes



5 A 3 NF relation is converted to BCNF by  removing 

composite 

keys

 removing 

multivalued 

dependencies

 dependent attributes 

of overlapping 

composite keys are 

put in a separate 

relation

  dependent 

non-key 

attributes are 

put in a 

separate table

 

dependen

t 

attributes 

of 

overlappi

ng 

composit

e keys are 

put in a 

separate 

relation

6 BCNF is needed because  otherwise 

tuples may 

be 

duplicated

 when a data is 

deleted tuples 

may be lost

 updating is 

otherwise difficult

when there is 

dependent 

attributes in 

two possible 

composite 

keys one of 

the attributes 

is 

unnecessarily 

duplicated in 

the tuples

when 

there is 

dependen

t 

attributes 

in two 

possible 

composit

e keys 

one of 

the 

attributes 

is 

unnecess

arily 

duplicate

d in the 

tuples



7  Fourth normal form (4 NF) relations are 

needed when

 there are 

multivalued 

dependenci

es between 

attributes in 

composite 

key

 there are more 

than one 

composite key

 there are two or 

more overlapping 

composite keys

 there are 

multivalued 

dependency 

between non-

key attributes

 there are 

multivalu

ed 

dependen

cies 

between 

attributes 

in 

composit

e key

8 A 3 NF relation is split into 4 NF  by 

removing 

overlapping 

composite 

keys

 by splitting 

into relations 

which do not 

have more than 

one 

independent 

multivalued 

dependency

 removing 

multivalued 

dependency

 by putting 

dependent non-

key attribute 

in a separate 

table

 by 

removing 

overlappi

ng 

composit

e keys

9 A third Normal Form (3 NF) relation 

should

 be in 2 NF  not have 

complete key

 not be 1 NF  should not 

have non-key 

attributes 

depend on key 

attribute

 be in 2 

NF

10 The process of normalization  is 

automatic 

using a 

computer 

program

 requires one to 

understand 

dependency 

between 

attributes

  is manual and 

requires semantic 

information

 is finding the 

key of a 

relation

 requires 

one to 

understan

d 

dependen

cy 

between 

attributes



11 A relation is said to be in 1NF if  there is no 

duplication 

of data

 there are no 

composite 

attributes in 

the relation

 there are only a few 

composite attributes

 all attributes 

are of uniform 

type

 there are 

no 

composit

e 

attributes 

in the 

relation

12 The number of normal forms which has 

been proposed and discussed in the book 

are

3 4 5 6 6

13 A relation which is in a higher normal 

form

 implies 

that it also 

qualifies to 

be in lower 

normal 

form

 does not 

necessarily 

satisfy the 

conditions of 

lower normal 

form

 is included in the 

lower normal form

 is 

independent of 

lower normal 

forms

 implies 

that it 

also 

qualifies 

to be in 

lower 

normal 

form

14    __________________technique is used 

to reduce the redundancy

Closure set Decomposition Normalization Null Values Normaliz

ation

15    3NF is also referred to 

as______________

LCNF BCNF information-

preserving

desirable form BCNF

16 Projection-join normal form also known 

as___________

1NF 2NF 3NF 5NF 5NF

17     if and only if the right-hand side is not 

a subset of the left-hand side, then 

functional dependency is said to be as 

_____________

Non-trivial Trivial Transitive Augmentation Non-

trivial

18    A relvar is in __________ if and only if 

the nonkey attributes are mutually 

independent

3NF 1NF 2NF 5NF 3NF



19   _________attribute does not participate 

in the primary key of the relvar 

concerned

key 

attribute

Non-key 

attribute

Variable none Non-key 

attribute

20    A relvar is in __________if and only if 

, in every legal value of that relvar, every 

tuple contains exactly one value for each 

attribute.

2NF 3NF 1NF 4NF 1NF

21    A relvar is in __________ if and only if 

it is in  1NF and every nonkey attribute is 

irreducibly dependent on the primary 

key.

1NF 2NF 3NF 4NF 2NF

22  A relvar is in __________ if and only if 

it is in  2NF and every nonkey attribute is 

non transitively  dependent on the 

primary key.

1NF 2NF 3NF 4NF 3NF

23    A relvar is  __________ if and only if 

the only determinants are candidate keys.

1NF 2NF 3NF 4NF 2NF

24     In the functional dependency, left-hand 

side indicates___________

determinant

s

Dependencies trivial non-trivial determin

ants

25   In the functional dependency, right-

hand side indicates___________

determinant

s

Dependencies trivial non-trivial Depende

ncies

26   _________property anables us to 

enforce any constraint on the original 

relation by simply enforcing some 

constraints on each of the smaller 

relations.

dependency 

preservatio

n

lossless-join normal forms decomposition dependen

cy 

preservati

on

27 _______  package constructs are declared 

in the package specifiaction and defined 

in package body.

public private internal external public

28 _______  package constructs are not 

declared in the package specifiaction but 

defined in package body.

public private internal external private 



29 Global  package item are declared in 

package ____ for  external users to use it.

defintion specification body declaration specificat

ion

30 Variables declared in package 

specification are intialised to ___ by 

default

zero space null one null

31 which command is used to invoke a 

procedure in a package

call execute invoke / execute

32 __________ is the process of taking a 

normalized database and modifying table 

structures to allow controlled redundancy 

for increased database performance.

Denormaliz

ation

normalization functional 

dependency

Decompositio

n

Denorma

lization

33 A______is a dependency of one non 

primary key attribute on another non 

primary key attribute. 

 Functional 

dependency 

 Transitive 

dependency 

 Partial dependency  Non primary 

key 

dependency

 Partial 

dependen

cy 

34 functional depency of the form X →Y 

where Y is a subset of  X are called 

_______

 Functional 

dependency 

 Transitive 

dependency 

 Partial dependency Trivial 

dependency

Trivial 

dependen

cy

35   If B is a subset of  A ,then A→B 

indicates___________

Reflexivity Augmentation Transitivity Decompositio

n

Reflexivi

ty

36     If A→B, then AC→BC 

indicates___________

Reflexivity Augmentation Transitivity Decompositio

n

Augment

ation

37    If A→B and B→C, then A→C 

indicates___________

Reflexivity Augmentation Transitivity Decompositio

n

Transitivi

ty

38  If A→BC, then A→B and A→C 

indicates____________

Reflexivity Augmentation Transitivity Decompositio

n

Decompo

sition

39 If A→B and A→C, then A→BC 

indicates___________

Reflexivity Augmentation Transitivity Union Union

40   If A→B and C→D, then AC→BD 

indicates_____________

Compositio

n

Augmentation Transitivity Union Composit

ion

41    __________________technique is used 

to reduce the redundancy

Closure set Decomposition Normalization Null Values Normaliz

ation



42     if and only if the right-hand side is not 

a subset of the left-hand side, then 

functional dependency is said to be as 

_____________

Non-trivial Trivial Transitive Augmentation Non-

trivial

43     The Closure of F denoted 

as____________

 Fc F— FXX F+ F+

44     All  decomposition are used to 

eliminate_________

duplicates null values empty values not null values duplicate

s

45   ____________is a kind of  IC, that 

generalizes the concept of a key.

Decomposi

tion

Functional 

dependency

cursors Triggers Function

al 

dependen

cy

46    ____________Consists of replacing the 

relation schema by two relation schemas 

that each contain a subsets of the 

attributes.

Decomposi

tion

Functional 

dependency

cursors Triggers Decompo

sition

47    X is a proper subset of some key K. 

Such a dependency is sometimes 

called___________

dependency Partial 

dependency

transitive 

dependency

Decompostion Partial 

dependen

cy

48     X is not a proper subset of some key 

K. Such a dependency is sometimes 

called___________

dependency Partial 

dependency

transitive 

dependency

Decompostion transitive 

dependen

cy

49 The correctness rules of fragmentation is 

divided into

1 2 3 4 3

50 The completeness of which identical to 

the _________ property of normalization

lossless 

decomposti

on

decompostion composition fragments lossless 

decompo

stion

51 The vertical partitioning and disjointness 

is defined only on the_____ key 

attributes of relation

primary 

key

foreign key non primary key unique key non 

primary 

key

52 single copy of replication are reliability 

and efficiency of ___________

read only 

queries

sub queries replication allocationn read only 

queries



53 _________queries that access the same 

data items that can be executed in 

parallel

single copy multiple copy read only write only read only

54 A non replicated database commonly 

called___________

fully 

replicated

replicated partially replicated partitioned 

database

partitione

d 

database

55 _______ can alter the join method, join 

order, or access path.

hints clues queries models hints

56  ________hint forces the join order for 

the tables in the query.

INDEX ORDERED FULL CLUES ORDER

ED

57 _______  prestore the results of a join 

between two tables in an index

Best join 

order

best index 

order

Bitmap join indexes bitmap index 

order

Bitmap 

join 

indexes 

58 A _________contains columns 

transformed either by an Oracle function 

or by an expression.

Best join 

order

best index 

order

Bitmap join indexes function-based 

index 

function-

based 

index 

59  ________don’t correspond to the 

partitions of the local table.

Prefixed 

indexes

Global 

partitioned 

indexes

Local partitioned 

indexes

Nonprefixed 

indexes

Global 

partitione

d indexes

60  ________ is used to compress the 

primary key columns of IOTs.

index key 

compressio

n

bitmap key 

compression

global key 

compression

local key 

compression

index key 

compress

ion

61 The output of the EXPLAIN PLAN tool 

goes into ________ table 

work_table plan_table future_table workplan_tabl

e

plan_tabl

e

62 Any SQL statements can override 

theinstance-or session level settings with 

the use of __________

optimizer 

mode

optimizer plan optimizer hints optimizer 

tools

optimizer 

hints

63 The _______ attribute refers to the 

percentage of rows that should be used to 

esitmate the statistics.

ESTIMAT

E_STAT

ESTIMATE_P

ERCENT

ESTIMATE_ROWS ESTIMATE_

VALUES

ESTIMA

TE_PER

CENT

64 ______ hint forces the join order for the 

tables in the query

FULL ORDERED INDEX ALL_ROWS ORDER

ED



65 The __________ determines the way the 

query optimizer performs optimization 

throughout the database

OPTIMIZE

R_MODE

OPTIMIZER_

PLAN

OPTIMIZER_HINT

S

OPTIMIZER_

TOOLS

OPTIMI

ZER_M

ODE

66 ________ prestores the results of a join 

between two tables in an index

bitmap join 

indexes

bitmap key 

indexes

bitmap tree indexes bitmap index 

order

bitmap 

join 

indexes
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TRANSACTION CONCURRENCY CONTROL 

 

In computer science,  especially  in  the  fields  of  computer programming (see also concurrent 

programming, parallel programming), operating systems (see also parallel computing), 

multiprocessors,  and  databases,  concurrency  control  ensures that correct results for 

concurrent operations are generated, while getting those results as quickly as possible. Computer 

systems, both software and hardware, consist of modules, or components. Each component is 

designed to meet certain consistency rules. When components that operate concurrently interact 

by messaging or by sharing accessed data (in  memory or storage), a certain component's 

consistency may be violated by another component. The general area of concurrency control 

provides rules, methods, and design methodologies to maintain the consistency of components 

operating concurrently while interacting, and thus the consistency and correctness of the whole 

system. Introducing concurrency control into a system means applying operation constraints with 

related performance overhead. Operation consistency and correctness should be achieved 

together with operation efficiency. 

 

Concurrency control in database management systems (DBMS), other transactional objects 

(objects with states accessed and modified by database transactions), and related distributed 

applications (e.g., Grid computing and Cloud computing) ensures that database transactions are 

performed concurrently without the concurrency violating the data integrity of the respective 

databases. Thus concurrency control is an essential component for correctness in  any  system  

where  two  database  transactions  or  more  can access the same data concurrently, e.g., 

virtually in any general- purpose database system. A database transaction is defined as an object 

that meets the ACID rules described below when executed. A DBMS usually guarantees that 

only serializable transaction schedules (i.e., schedules that are equivalent to serial schedules, 

where transactions are executed serially, one after another, with no overlap in time; have the 

serializability property) are generated, for correctness (unless Serializability is intentionally 

relaxed). For maintaining correctness in cases of failed transactions (which can always happen) 

schedules also need to be recoverable (have the recoverability property). A DBMS also 

guarantees that no effect of committed  transactions  is  lost,  and  no  effect  of  aborted  (rolled 

back) transactions remains in the related database (maintains transactions' atomicity, i.e., "all or 

nothing" semantics). 

UNIT V 

Concurrency Control & Recovery Techniques - Concurrency Control Techniques - 

Locking Techniques - Time stamp ordering - Granularity of Data items - Recovery 

Techniques -Recovery concepts - Database backup and recovery from catastrophic 

failures - Concepts of Object oriented data base management systems. 
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RECOVERY OF TRANSACTION FAILURE 

 

Process of restoring database to a correct state in the event of a failure. 

 

Need for Recovery Control 

 

• Two types of storage: volatile (main memory) and nonvolatile. 

 

• Volatile storage does not survive system crashes. 

 

• Stable storage represents information that has been replicated in several nonvolatile storage 

media with independent failure modes. 

 

Transaction and recovery: 

 

• Transactions represent basic unit of recovery. 

 

• Recovery manager responsible for atomicity and durability. 

 

• If failure occurs between commit and database buffers being flushed to secondary storage then, 

to ensure durability, recovery manager has to redo (roll forward) transaction's updates. 

 

• If transaction had not committed at failure time, recovery manager has to undo (rollback) any 

effects of that transaction for atomicity. 

 

• Partial undo - only one transaction has to be undone. 

 

• Global undo - all transactions have to be undone. 

 

DBMS should provide following facilities to assist with recovery: 

•  Backup  mechanism,  which  makes  periodic  backup  copies  of database. 

 

• Logging facilities, which keep track of current state of transactions and database changes. 

 

•  Checkpoint  facility,  which  enables  updates  to  database  in progress to be made permanent. 
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• Recovery manager, which allows DBMS to restore the database to a consistent state following 

a failure. 

 

Three main recovery techniques: 

If database has been damaged we need to restore last backup copy of database and reapply 

updates of committed transactions using log file. 

 

If database is only inconsistent we need to undo changes that   caused   inconsistency.   May   

also   need   to   redo   some transactions to ensure updates reach secondary storage. 

 

 

The Recovery techniques are as follows: 

 

Deferred Update 

 

•  Updates  are  not  written  to  the  database  until  after  a transaction has reached its commit 

point. 

 

• If transaction fails before commit, it will not have modified database and so no undoing of 

changes required. 

 

•   May   be   necessary   to   redo   updates   of   committed transactions as their effect may not 

have reached database. 

 

 

Immediate Update 

 

• Updates are applied to database as they occur. 

 

• Need to redo updates of committed transactions following a failure. 

 

•  May  need  to  undo  effects  of  transactions  that  had  not committed at time of failure. 

 

•  Essential  that  log  records  are  written  before  write  to database. Write-ahead log protocol. 

 

•  If  no  "transaction  commit"  record  in  log,  then  that transaction was active at failure and 

must be undone. 

 

• Undo operations are performed in reverse order in which they were written to log. 
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Shadow Paging. 

 

•  Maintain  two  page  tables  during  life  of  a  transaction: 

current page and shadow page table. 

 

• When transaction starts, two pages are the same. 

• Shadow page table is never changed thereafter and is used to restore database in event of 

failure. 

 

• During transaction, current page table records all updates to database. 

 

• When transaction completes, current page table becomes shadow page table. 

 

9.3 SERIALIZABILITY 

 

In concurrency control of databases, transaction processing (transaction management), and 

various transactional applications, both centralized and distributed, a transaction schedule is 

serializable, has the Serializability property, if its outcome (the resulting database state, the 

values of the database's data) is equal to   the   outcome   of   its   transactions   executed   

serially,   i.e., sequentially without overlapping in time. Transactions are normally executed 

concurrently (they overlap), since this is the most efficient way. Serializability is the major 

correctness criterion for concurrent transactions' executions. It is considered the highest level of 

isolation between transactions, and plays an essential role in concurrency control. As such it is 

supported in all general purpose database systems. 

 

The rationale behind serializability is the following: 

If each transaction is correct by itself, i.e., meets certain integrity conditions, then a schedule that 

comprises any serial execution of these transactions is correct (its transactions still meet their 

conditions): "Serial" means that transactions do not overlap in time and cannot interfere with 

each other, i.e., complete isolation between each other exists. Any order of the transactions is 

legitimate, if no dependencies among them exist, which is assumed (see comment below). As a 

result, a schedule that comprises any execution (not necessarily serial) that is equivalent (in its 

outcome) to any serial execution of these transactions, is correct. 

 

Schedules that are not serializable are likely to generate erroneous outcomes. Well known 

examples are with transactions that debit and credit accounts with money: If the related 

schedules are not serializable, then the total sum of money may not be preserved. Money could 
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disappear, or be generated from nowhere. This and violations of possibly needed other invariant 

preservations are  caused  by  one  transaction  writing,  and  "stepping  on"  and erasing what has 

been written by another transaction before it has become permanent in the database. It does not 

happen if serializability is maintained. 

 

LOG BASED RECOVERY 

 

The commit or rollback that the DBMS performs is with the help of a file which keeps track of 

old and new records known as transaction log. All the DBMS brands make use of transaction 

log. When  a  user  executes  a  SQL  statement  that  modifies  the database,   the   DBMS   

automatically   writes   a   record   in   the transaction log showing two copies of each row 

affected by the statement; 1) one copy shows the row before the change and the other copy 

shows the row after the change.2) only after the log file is written does the DBMS automatically 

modifies the row on the disk.3)If commit occurs the new record is chosen by the log file or else 

if rollback occurs, the old record is chosen. 

 

If a system failure occurs, the system operator typically recovers the data by running a special 

recovery utility supplied with the DBMS. The recovery utility examines the end of the 

transaction log, looking for the transactions that were not committed before failure. The utility 

rolls back each of these incomplete transactions so that only committed transactions are reflected 

in the data base. 

 

 

LOCKING TECHNIQUES 

 

Virtually all major DBMS products use sophisticated locking techniques to handle   concurrent 

SQL transactions for many simultaneous users. 

 

When transaction A accesses the database, the DBMS automatically locks each piece of the 

database that the transaction retrieves or modifies. Transaction B proceeds in parallel, and the 

DBMS also locks the pieces of the database that it accesses. If Transaction B tries to access part 

of the database that has been locked by Transaction A, the DBMS blocks Transaction B, causing 

it to wait for the data to be unlocked. The DBMS releases the locks held by Transaction A only 

when it ends in a COMMIT or ROLLBACK operation. The DBMS then "unblocks" Transaction 

B, allowing it to proceed. Transaction B can now lock that piece of the database on its own 

behalf, protecting it from the effects of other transactions. 

 

Shared and Exclusive Locks 
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To increase concurrent access to a database, most commercial DBMS products use a locking 

scheme with more than one type of lock. A scheme using shared and exclusive locks is 

quite common: 

 

• A shared lock is used by the DBMS when a transaction wants to read data from the database. 

Another concurrent transaction can also acquire a shared lock on the same data, allowing the 

other transaction to also read the data. 

 

• An exclusive lock is used by the DBMS when a transaction wants to  update  data  in  the  

database.  When  a  transaction  has  an exclusive lock on some data, other transactions cannot 

acquire any type of lock (shared or exclusive) on the data. 

 

The locking technique temporarily gives a transaction exclusive access to a piece of a database, 

preventing other transactions from modifying the locked data. Locking thus solves all of the 

concurrent transaction problems. It prevents lost updates, uncommitted data, and inconsistent 

data from corrupting the database. However, locking introduces a new problem—it may cause a 

transaction to wait for a long time while the pieces of the database that it wants to access are 

locked by other transactions. 

 

Locking parameters 

 

Typical parameters are as follows: 

 

•   Lock size. Some DBMS products offer a choice of table-level, page-level, row-level, and 

other lock sizes. Depending on the specific application, a different size lock may be appropriate. 

 

• Number of locks. A DBMS typically allows each transaction to have some finite number of 

locks. The database administrator can often set this limit, raising it to permit more complex 

transactions or lowering it to encourage earlier lock escalation. 

 

•  Lock  escalation.  A  DBMS  will  often  automatically  "escalate" locks, replacing many 

small  locks  with  a  single  larger  lock  (for example, replacing many page-level locks with a 

table-level lock). The database administrator may have some control over this escalation process. 

 

• Lock timeout. Even when a transaction is not deadlocked with another transaction, it   may 

wait a very long time for the other transaction to release its locks. Some DBMS  brands 

implement a timeout feature, where a SQL statement fails with a SQL error code if it cannot 

obtain the locks it needs within a certain period of time. The   timeout   period   can   usually   be   

set   by   the   database administrator. 
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GRANULARITY IN LOCKS 

An important property of a lock is its granularity. The granularity  is  a  measure  of  the  

amount  of  data  the  lock  is protecting.  In  general,  choosing  a  coarse  granularity  (a  small 
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number of locks, each protecting a large segment of data) results in less lock overhead when a 

single process is accessing the protected data, but worse performance when multiple processes 

are running concurrently. This is because of increased lock contention. The more coarse the 

lock, the higher the likelihood that the lock will stop an unrelated process from proceeding. 

Conversely, using a fine granularity (a larger number of locks, each protecting a fairly small 

amount of data) increases the overhead of the locks themselves but reduces lock contention. 

More locks also increase the risk of deadlock. 

 

Levels of locking 

 Database level locking: 

Locking can be implemented at various levels of the database. In its crudest form, the DBMS 

could lock the entire database for each transaction. This locking strategy would be simple to 

implement, but it would allow processing of only one transaction at a time. Table level locking: 

 

In this scheme, the DBMS locks only the tables accessed by a transaction. Other transactions can 

concurrently access other  tables.  This  technique  permits  more  parallel processing, but still 

leads to unacceptably slow performance in applications such as order entry, where many users 

must share access to the same table or tables. 

 

 Page level locking: 

Many DBMS products implement locking at the page level. In this scheme, the DBMS locks 

individual blocks of data 

("pages")  from  the  disk   as   they   are   accessed   by   a transaction.  Other  transactions  are  

prevented  from accessing the locked pages but may access (and lock for themselves) other pages 

of data. Page sizes of 2KB, 4KB, and 16KB are commonly used. Since a large table will be 

spread out over hundreds or thousands of pages, two transactions trying to access two different 

rows of a table will usually be accessing two different pages, allowing the two transactions to 

proceed in parallel. 

 

 Row level locking: 

Over the last several years, most of the major commercial DBMS systems have moved beyond 

page-level locking to row-level locks. Row-level locking allows two concurrent transactions that 

access two different rows of a table to proceed in parallel, even if the two rows fall in the same 

disk block. While this may seem a remote possibility, it can be a real  problem  with  small  

tables  containing  small  records. Row-level locking provides a high degree of parallel 

transaction execution. Unfortunately, keeping track of locks 



         KARPAGAM ACADEMY OF HIGHER EDUCATION 

                        Class: II MCA           Course Name:   DATA BASE MANAGEMENT SYSTEMS  

Course Code : 17CAP301     Unit V              Batch: 2018-19 PG Lateral Entry 

 

A.Jenneth, Department of CS, CA & IT, KAHE     9/15 

 

 
 

 

on variable-length pieces of the database (in other words, rows) rather than fixed-size pages is a 

much more complex task, so increased parallelism comes at the cost of more sophisticated 

locking logic and increased overhead. 

 

TIME STAMPING TECHNIQUES 

 

A trusted timestamp is a timestamp issued by a trusted third party (TTP) acting as a time 

stamping authority (TSA). It is used to prove the existence of certain data before a certain point 

(e.g. contracts, research data, medical records,...) without the possibility that the owner can 

backdate the timestamps. Multiple TSAs can be used to increase reliability and reduce 

vulnerability. 

 

Creating a timestamp 

The technique is based on digital signatures and hash functions. First a hash is calculated from 

the data. A hash is a sort of  digital fingerprint of the  original  data:  a  string  of  bits  that  is 

different for each set of data. If the original data is changed then this will result in a completely 

different hash. This hash is sent to the  TSA. The TSA concatenates  a  timestamp  to  the  hash  

and calculates the hash of this concatenation. This hash is in turn digitally signed with the private 

key of the TSA. This signed hash + the timestamp is sent back to the requester of the timestamp 

who stores these with the original data (see diagram). 

 

Since the original data can not be calculated from the hash (because the hash function is a one 

way function), the TSA never gets to see the original data, which allows the use of this method 

for confidential data. 

 

 

 

 

 

 

 

 

 

 

 

Figure: Getting a timestamp from a trusted third party. 

 

Checking the timestamp 
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Anyone trusting  the  timestamper  can  then  verify  that  the document was not created after the 

date that the timestamper vouches. It can also no longer be repudiated that the requester of 

the timestamp was in possession of the original data at the time given by the timestamp. To 

prove this (see diagram) the hash of the original data is calculated, the timestamp given by the 

TSA is appended to it and the hash of the result of this concatenation is calculated, call this hash 

A. 

 

Then the digital signature of the TSA needs to be validated. This can be done by checking that 

the signed hash provided by the TSA was indeed signed with their private key by digital 

signature verification. The hash A is compared with the hash B inside the signed TSA message 

to confirm they are equal, proving that the timestamp and message is unaltered and was issued 

by the TSA. If not, then either the timestamp was altered or the timestamp was not issued by the 

TSA. 

 

 

 

 

 

 

 

 

 

 

 

Figure: Checking correctness of a timestamp generated by a time stamping authority 

(TSA). 

 

 

TWO PHASE LOCKING SYSTEM: 

 

 

According to the two-phase locking protocol, a transaction handles its locks in two distinct, 

consecutive phases during the transaction's execution: 

 

1.  Expanding phase (number of locks can only increase): locks are acquired and no locks are 

released. 

2.  Shrinking phase: locks are released and no locks are acquired. 
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The serializability property is guaranteed for a schedule with transactions that obey the protocol. 

The 2PL schedule class is defined as the class of all the schedules comprising transactions with  

data  access  orders  that  could  be  generated  by  the  2PL protocol. 

 

Typically, without explicit knowledge in a transaction on end of phase-1,  it  is  safely  

determined  only  when  a  transaction  has entered its ready state in all its processes (processing 

has ended, and it is ready to be committed; no additional locking is possible). In this case phase-

2 can end immediately (no additional processing is needed), and actually no phase-2 is needed. 

Also, if several processes (two or more) are involved, then a synchronization point (similar to 

atomic commitment) among them is needed to determine end of phase-1 for all of them (i.e., in 

the entire distributed transaction), to start releasing locks in phase-2 (otherwise it is very likely 

that both 2PL and Serializability are quickly violated). Such synchronization point is usually too 

costly (involving a distributed protocol similar to atomic commitment), and end of phase-1 is 

usually postponed to be merged with transaction end (atomic commitment protocol for a multi-

process transaction), and again phase-2 is not needed. This turns 2PL to SS2PL (see below). All 

known implementations of 2PL in products are SS2PL based. 

 

Strict two-phase locking 

The strict two-phase locking (S2PL) class of schedules is the intersection of the 2PL class with 

the class of schedules possessing the Strictness property. 

 

To comply with the S2PL protocol a transaction needs to comply with 2PL, and release its write 

(exclusive) locks only after it has ended, i.e., being either committed or aborted. On the other 

hand, read (shared) locks are released regularly during phase 2. Implementing general S2PL 

requires explicit support of phase-1 end, separate from transaction end, and no such widely 

utilized product implementation is known. 

 

S2PL is a special case of 2PL, i.e., the S2PL class is a proper subclass of 2PL. 

 

Strong strict two-phase locking 

or Rigorousness, or Rigorous scheduling, or Rigorous two- phase locking 

 

To comply with strong strict two-phase locking (SS2PL) the locking protocol releases both 

write (exclusive) and read (shared) locks applied by a transaction only after the transaction has 

ended, i.e., being either committed or aborted. This protocol also complies with the S2PL rules. 

A transaction obeying SS2PL can be viewed as having phase-1 that lasts the transaction's entire 

execution duration, and no phase-2 (or a degenerate phase-2). Thus, only one phase is actually 

left, and "two-phase" in the name seems to be still utilized due to the historical development of 

the concept from 2PL, and 2PL being a super-class. The SS2PL property of a schedule is also 
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called Rigorousness. It is also the name of the class of schedules having this property, and an 

SS2PL schedule is also called a "rigorous schedule". The term "Rigorousness" is free of the 

unnecessary legacy of "two-phase," as  well  as  being  independent  of  any  (locking)  

mechanism  (in 
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principle   other   blocking   mechanisms   can   be   utilized).   The property's respective locking 

mechanism is sometimes referred to as Rigorous 2PL. 

 

 

DEADLOCK HANDLING 

 

 

A deadlock is a situation wherein two or more competing actions are each waiting for the other 

to finish, and thus neither ever does. 

 

An example of a deadlock which may occur in database products is the following. Client 

applications using the database may require exclusive access to a table, and in order to gain 

exclusive access they ask for a lock. If one client application holds a lock on a table and attempts 

to obtain the lock on a second table that is already held by a second client application, this may 

lead to deadlock if the second application then attempts to obtain the lock that is held by the first 

application. (But this particular type of deadlock is easily prevented, e.g., by using an all-or-none 

resource allocation algorithm.) 

 

 

There are four necessary and sufficient conditions for a Coffman deadlock to occur, known as 

the Coffman conditions from their first description in a 1971 article by E. G. Coffman. 

 

1.  Mutual exclusion condition: a resource that cannot be used by more than one process at a time 

 

2.  Hold   and   wait   condition:   processes   already   holding resources may request new 

resources 

 

3.  No  preemption  condition:  No  resource  can  be  forcibly removed  from  a  process  holding  

it,  resources  can  be released only by the explicit action of the process 

 

4.  Circular  wait  condition:  two  or  more  processes  form  a circular chain where each process 

waits for a resource that the next process in the chain holds 

 

Prevention 

• Removing  the  mutual  exclusion  condition  means  that  no process may have exclusive 

access to a resource. This proves impossible for resources that cannot be spooled, and even with 

spooled resources deadlock could still occur. Algorithms that avoid mutual exclusion are called 

non-blocking synchronization algorithms. 
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• The "hold and wait" conditions may be removed by requiring processes to request all the 

resources they will need before starting up (or before embarking upon a particular set of 

operations);  this  advance  knowledge  is  frequently  difficult  to 
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satisfy and, in any case, is an inefficient use of resources. Another  way  is  to  require  processes  

to  release  all  their resources before requesting all the resources they will need. This  too  is  

often  impractical.  (Such  algorithms,  such  as serializing tokens, are known as the all-or-none 

algorithms.) 

 

• A "no preemption" (lockout) condition may also be difficult or impossible to avoid as a 

process has to be able to have a resource  for  a  certain  amount  of  time,  or  the  processing 

outcome may be inconsistent or thrashing may occur. However, inability to enforce preemption 

may interfere with a priority algorithm. (Note:   Preemption   of   a   "locked   out"   

resource generally implies a rollback, and is to be avoided, since it is very costly in overhead.) 

Algorithms that allow preemption include lock-free and wait-free algorithms and optimistic 

concurrency control. 

 

• The circular wait condition: Algorithms that avoid circular waits include "disable 

interrupts during critical sections", and "use a hierarchy to determine a partial ordering of 

resources" (where no obvious hierarchy exists, even the memory address of resources has been 

used to determine ordering) and Dijkstra's solution. 

 

Circular wait prevention 

Circular wait prevention consists of allowing processes to wait for resources, but ensure that the 

waiting can't be circular. One approach might be to assign a precedence to each resource and 

force  processes  to  request  resources  in  order  of  increasing 

precedence. That is to say that if a process holds some resources and the highest precedence of  

these resources is  m, then this process cannot request any resource with precedence smaller than 

m. This forces resource allocation to follow a particular and non- circular ordering, so circular 

wait cannot occur. Another approach is to  allow  holding  only  one  resource  per  process;  if  a  

process requests another resource, it must first free the one it is currently holding (that is, 

disallow hold-and-wait). 

 

Avoidance 

Deadlock can be avoided if certain information about processes is available in advance of 

resource allocation. For every resource request, the system sees if granting the request will mean 

that the system will enter an unsafe state, meaning a state that could result in deadlock. The 

system then only grants requests that will lead to safe states. In order for the system to be able to 

figure out whether the next state will be safe or unsafe, it must know in advance at any time the 

number and type of all resources in existence, available, and requested. One known algorithm 

that is used  for  deadlock  avoidance  is  the  Banker's  algorithm,  which 
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requires resource usage limit to be known in advance. However, for many systems it is 

impossible to know in advance what every process will request. This means that deadlock 

avoidance is often impossible. 

 

Two other algorithms are Wait/Die and Wound/Wait, each of which   uses   a   symmetry-

breaking   technique.   In   both   these algorithms there exists an older process (O) and a younger 

process (Y). Process age can be determined by a timestamp at process creation  time.  Smaller  

time  stamps  are  older  processes,  while larger timestamps represent younger processes. 

 

 Wait/Die Wound/Wait 

O needs a resource held by Y O waits Y dies 

Y needs a resource held by O Y dies Y waits 

 

It is important to note that a process may be in an unsafe state but would not result in a deadlock. 

The notion of safe/unsafe states only refers to the ability of the system to enter a deadlock state 

or not. For example, if a process requests A which would result  in  an  unsafe  state,  but  

releases  B  which  would  prevent circular wait, then the state  is  unsafe  but  the  system  is  not  

in deadlock. 

 

Detection 

Often, neither avoidance nor deadlock prevention may be used. Instead deadlock detection and 

process restart are used by employing an algorithm that tracks resource allocation and process 

states, and rolls back and restarts one or more of the processes in 

order  to  remove  the  deadlock.  Detecting  a  deadlock  that  has already occurred is easily 

possible since the resources that each process has locked and/or currently requested are known to 

the resource scheduler or OS. 

 

Detecting the possibility of a deadlock before it occurs is much more difficult and is, in fact, 

generally undecidable, because the halting problem can be rephrased as a deadlock scenario. 

However, in specific environments, using specific means of locking resources, deadlock 

detection may be decidable. In the general case, it is not possible to distinguish between 

algorithms that are merely waiting for a very unlikely set of circumstances to occur and 

algorithms that will never finish because of deadlock. 

 

Deadlock detection techniques include, but are not limited to, Model checking. This approach 

constructs a Finite State-model on which it performs a progress analysis and finds all possible 

terminal sets in the model. These then each represent a deadlock. 
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POSSIBLE QUESTIONS 

UNIT 1 

PART – A (20 MARKS) 

(Q.NO 1 TO 20 Online Examinations) 

Part - B (5X 6 =30 Marks) 

(Answer ALL the Questions) 

 

1. Define the term locking. Explain the different types of locking used in concurrency control. 

2. Write a short note on two-phase locking 

3. What is timestamps in concurrency control? Discuss on the timestamp ordering algorithm. 

4. Explain the three phases on optimistic concurrency control techniques. 

5. Define granularity of data items. Explain the rules of multiple granularity locking. 

6. Explain the different categories of recovery algorithms. 

7. Summarise the typical strategy of recovery. 

8. Discuss how disaster recovery from catastrophic failure is handled. 

9. Describe the three phases of ARIES recovery method. 

10. How are buffering and caching techniques used by the recovery subsystem? 

11. Briefly discuss the 13 OODBMS Commandments. 

12. How object orientation affects the database design? 

13. Compare and contrast the traditional and object oriented DBMS. 

 

Part - C (10X1 =10 Marks) 

(Compulsory  Question) 

1. Define the term locking. Explain the different types of locking used in concurrency control. 

2. Explain in detail the 13 object oriented database management system Commandments. 

3. Compare and contrast the traditional and object oriented DBMS. 

4. Elaborate different Data Manipulation Language in SQL. Explain the different statements 

used in DML. 

5. Discuss on functional dependencies of relational database design in detail with a suitable 

example. 
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S.No Questions opt1 opt2 opt3 opt4 Answer

1 concurrency control deals with _________ properites Isolation consistency transaction isolation and 

consistency

isolation and 

consistency

2 _________ is probably the most important parameter in distributed 

system

Level of concurrecnydistributed semantic consistency Level of 

concurrecny

3 In serializability how many conflicts are used ? 1 2 3 4 2

4 ________ algorithm synchronizes the concurrent execution of 

transaction early in their execution life cycle

pessimistic ordering optimistic locking based pessimistic

5 The pessimistic group consist of ________ algorithms locking based ordering optimistic pessimistic locking based

6 one of the copies of each lock unit is designated as the primay copy 

is known  to be ___________

centralised lockingprimary copy 

locking

decentralisedloc

king

 none of these primary copy 

locking

7 The lock management duty is shared by all the sites of a network is 

called ?

centralised lockingprimary  decentralised 

locking

copy locking  decentralised 

locking

8 ________ class involves organising the execution order of 

transactions

timestamp orderinghybrid fragmentation semantic timestamp ordering

9 ______ Is only one of the properties of time stamp generation uniqueness monotonicity time stamp tuple uniqueness

10 Database function are handled by dedicated computer is called_____ application serversdata base server parallel 

database system

database data base server

11 _________ is used to run the user interface application serverdata base server parallel server client server client server

12 Distributed database technology can be naturally revised and 

extended to implement_______

application serverdata base server parallel 

database system

client server parallel database 

system

13 The main computer executing the application programs was termed 

the ____

Host computer data base 

computer

back end 

computer

server Host computer

14 The dedicated computer was called________ database machinedatabase 

computer

back end 

computer

centralized 

system

database machine

15 Data base server fits naturally in a client_server or distributed 

enviornment has an advantages of_______

database server application 

server

parallel server client server database server

16 Any workstation could access the data at any database server 

through either the_______

local network local access local network 

and access

global access local network and 

access

17 The value of ____ used to provide efficient database management parallel system client system server system remote system parallel system

18 The parallel database system support the _________interface database functionclient server database 

function and 

client server

master slave database function 

and client server

19 ______plays  the role of a transaction monitor session manager request 

manager

data manager system manager session manager

20 Request manager receives client requests related to 

query___________

compilation & executioncompilation & 

run

run & error data & directory compilation & 

execution

21 Which one provides the lowlevel functions needed to run compiled 

queries in parallel

session manager request 

manager

data manager system manager data manager

22 Parallel system architectures range between two extremes the 

_____________ architectures

shared_memory shared nothing shared memory  

and shared 

nothing

shared 

everything

shared memory  and 

shared nothing

23 shared _memory has two strong advantages they are______ meta informationcontrol 

information

load behaviour simplicity & load 

behaviour

simplicity & load 

behaviour

24 shared memory has a problem of _______ cost limited 

extensibility

low aviliabity consistency limited extensibility

25 shared disk suffer from_________ problem higher complexitypotential higher 

complexity and 

potential

simplicity higher complexity 

and potential

26 In _______ each processor has exclusive access to its mainmemory and disk units shared disk shared memory shared nothing shared shared nothing

27 A _________ is a collection of resource usage and password related attributes that 

you can assign to a user
roles profiles user groups profiles

28 _______ parameters are purely concerned with limiting resource usage. resource parameterspassword parameterssystem parametersmemory parametersresource parameters

29 __________ specifies the toal time a session may remain connected to the database CPU_TIME LOGICAL_TIME CONNECT_TIME WHOLE_TIME CONNECT_TIME

30 A ________ is used to group together similar users based on their resource needs. group user resource plan resource consumer groupresource cluster resource consumer group

31 The _______ lays out how resource consumer groups are allocated resouces resource group resource parametersresource plan resource cluster resource plan

32 The ________ privilege has to been granted to enable database resource manager DBMS_RESOURCE ADMINISTER_RESOU

RCE_MANAGER

ADMINISTER_MANA

GER

DBMS_MANAGER ADMINISTER_RESOURCE_

MANAGER

33 _________  is used to validate the changes before their implementation submitting area validate area pending area query area pending area

34 ___________ is used to assign resources to the various resource consumer group resource plan resource group resource plan directivesresource plan resource plan 

directives

35 The ________ view shows all currently active resource plan. V$SESSION V$RSRC_PLAN V$CURRENT V$ACTIVE V$RSRC_PLAN

36 A___________ is the right to execute a particular type of SQL statement or to 

access a database object owned by anotehr user.
roles privilege grant accept privilege

37 The SYSDBA system privilege includes the __________ privilege and has all 

system privileges with ADMIN OPTION

VALIDATED SESSION ENQUIRY SESSION QUERYREWRITE RESTRICTED 

SESSION

RESTRICTED SESSION

38 _________ are privileges on the various types of database objects. system privilegesobject privileges query privileges sysdba privileges object privileges

39 ALTER and SELECT comes under _________ privileges view privileges system privileges object privileges sequence privilegessequence privileges

40 __________ is based on statement, privilege and object level auditing fine grained auditing standard auditing user auditing database auditing standard auditing

41 A ___________ specifies the auditing of all actions on any type of object statement level auditsystem level audit object level audit privilege level audit statement level audit

42  __________ involves the copying of database files physical backupslogical backups server backups client backups physical backups

43 A _________ needs a recovery physical backupslogical backups inconsistent backupsconsistent backupsinconsistent backups

44 An ________ backup is a backup in which the files contain data from different points in timephysical backupslogical backups inconsistent backupsconsistent backupsinconsistent backups



45 ________ are backups made using the datapump export utility physical backupslogical backups inconsistent backupsconsistent backupslogical backups

46 ____________ can create and maage backups on disk and on tape devices. RMAN ASH AWR ACC RMAN

47 _________ script is kept in the RMAN recovery catalog text stored valid table stored

48 _______ script is kept in regular text files text stored valid table text

49 The _________option lets you to specify how many copies of the backups you want to retain.COPY REDUNDANCYRETENTION WINDOWBACKUP COPY REDUNDANCY

50 The _________ option ensures that RMAN doesn’t perform a file backup if it has already backed up identical versions of the fileBACKUP OPTIMIZATIONBACKUP RETENTIONBACKUP PARALLELISMBACKUP COPY BACKUP OPTIMIZATION

51 The _______ view displays all the online redo logs for the database V$LOG V$BACKUP V$REDO V$ACTIVE V$LOG

52 ______ corruption occurs when you have inconsistent data in tables or indexes repair data block block files data block

53 _________ tool if used from the operating system to check the structural integrity of 

the database files for corruption
DBVERIFY DBATTACH DBANALYSE DBREPAIR DBVERIFY

54 You can use the_________  command to validate backup sets before you use them 

from a

recovery.

VALIDATE BACKUP VALIDATE 

BACKUPSET

VALIDATE VOLUME VALIDATE CHECKUP VALIDATE BACKUPSET

55  ________are the means by which RMAN conducts its backup and recovery 

operations
Channels volumes triggers functions Channels

56 Thedefault value of  degree of parallelism is _______ 2 4 5 1 1

57 The _________ command will remove the recovery catalog: REMOVE 

CATALOG

DELETE CATALOG DROP CATALOG ESC CATALOG DROP CATALOG

58 The _______ option tells the RMAN to finish the backup as fast as it can. PARTIAL MINIMIZE TIME MINIMIZE LOAD DURATION MINIMIZE TIME

59 The ________file,  is used to track the physical location of

all database block changes.
modify tracking track files track database  change-tracking  change-tracking

60 _________contains the Oracle databases that are backed up by Oracle

Backup.
Media server Client host server Administrative serverclient server Client host server 

61  _________is the frequent writing of the dirty database

buffers in the cache to disk by the database writer

Fast checking Fast-Start Checkpointing start checkpointing fast start recovery Fast-Start Checkpointing

62 Bringing the data files up to date using backed-up data files and archived

redo log files is called ________
restoring recovery. backing blocking recovery.

63 The process of applying the contents of both the archived and redo log files to bring 

the data files up to date is called _______
transaction recoveryopen recovery cache recovery closed recovery cache recovery

64 A ________ is a recovery for which you need to shut down the database 

completely.
transaction recoveryopen recovery cache recovery closed recovery closed recovery

65 when you use the _______command, RMAN restores a data file from an image 

backup
 RESTORE RECOVER BACKING BLOCKING  RESTORE

66
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